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Repository

“Horse” 

Com
putational cost 

Fixed: depends on the  
model and the hardware



Light bulbs have energy ratings — so why can’t AI chatbots?

https://www.nature.com/articles/d41586-024-02680-3






Test-time scaling
Can we go higher with the same 
model?



“Reasoning” A Visual Guide to Reasoning LLMs - by 
Maarten Grootendorst

Cost depends (more or less linearly) on 
how many reasoning tokens are needed.

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-reasoning-llms
https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-reasoning-llms


Scaling laws for inference A Visual Guide to Reasoning LLMs - by 
Maarten Grootendorst

Com
putational cost 

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-reasoning-llms
https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-reasoning-llms


Looped models [2311.12424] Looped Transformers are Better at 
Learning Learning Algorithms

https://arxiv.org/abs/2311.12424
https://arxiv.org/abs/2311.12424


“Tiny” recursive models [2510.04871] Less is More: Recursive Reasoning 
with Tiny Networks

https://arxiv.org/abs/2510.04871
https://arxiv.org/abs/2510.04871


Test-time “downscaling”
Com

putational cost ?

A single model that dynamically reduces its 
computational footprint depending on, e.g., user 
requests, the environment, or input complexity.

“Do not use more than 3% battery.”



Dynamic neural networks
Motivating examples



Not all layers are needed (Schuster et al., 2022)

Known as early exiting 
in the literature: end the 
computation at an 
earlier layer for “simple” 
inputs or tokens.



An example: Confident Adaptive LM (Schuster et al., 2022)



[2407.09298] Transformer Layers as Painters

https://arxiv.org/abs/2407.09298


[2303.09752] CoLT5: Faster 
Long-Range Transformers with 

Conditional Computation
The entire layer is not needed

https://arxiv.org/abs/2303.09752
https://arxiv.org/abs/2303.09752
https://arxiv.org/abs/2303.09752


Mixture-of-depths [2404.02258] Mixture-of-Depths: Dynamically 
allocating compute in transformer-based language 

models

https://arxiv.org/abs/2404.02258
https://arxiv.org/abs/2404.02258
https://arxiv.org/abs/2404.02258


MatFormer [2310.07707] MatFormer: Nested 
Transformer for Elastic Inference

https://arxiv.org/abs/2310.07707
https://arxiv.org/abs/2310.07707


Not all tokens are needed [2112.07658] AdaViT: Adaptive Tokens for Efficient 
Vision Transformer

https://arxiv.org/abs/2112.07658
https://arxiv.org/abs/2112.07658


Dynamic neural networks
A categorization



Dynamic neural networks

“Horse” 

Conditional computation in neural networks: Principles 
and research trends

https://journals.sagepub.com/doi/full/10.3233/IA-240035
https://journals.sagepub.com/doi/full/10.3233/IA-240035


“Horse” 

Input sparsity

Dynamic neural networks Conditional computation in neural networks: Principles 
and research trends

https://journals.sagepub.com/doi/full/10.3233/IA-240035
https://journals.sagepub.com/doi/full/10.3233/IA-240035


“Horse” 

Input sparsity

Layer
sparsity

Dynamic neural networks Conditional computation in neural networks: Principles 
and research trends

https://journals.sagepub.com/doi/full/10.3233/IA-240035
https://journals.sagepub.com/doi/full/10.3233/IA-240035


“Horse” 

Input sparsity

Layer
sparsity

Block
sparsity

Dynamic neural networks Conditional computation in neural networks: Principles 
and research trends

https://journals.sagepub.com/doi/full/10.3233/IA-240035
https://journals.sagepub.com/doi/full/10.3233/IA-240035


Dynamic choice

Token choice 
(trainable)

Module choice 
(trainable)

Skip choice 
(trainable)



Formalizing the problem

Neural network

k choices

Note: for k=2, we can take binary decisions (e.g., keep or discard a patch). 

Scores

argmax Downstream 
model

Gradient almost 
always zero!

[2301.07473] Discrete Latent Structure in 
Neural Networks

https://arxiv.org/abs/2301.07473
https://arxiv.org/abs/2301.07473


Softmax approximation

Neural network

k choices

softmax Downstream 
model

[1611.01144] Categorical Reparameterization with 
Gumbel-Softmax

https://arxiv.org/abs/1611.01144
https://arxiv.org/abs/1611.01144


Gradient estimation

Neural network argmax Downstream 
model

[2301.07473] Discrete Latent Structure in 
Neural Networks

Gradient 
estimation

Gradient 
estimationStraight-through estimation (STE):

Softmax estimation: Gradient 
estimation

Softmax (with 
temperature)

https://arxiv.org/abs/2301.07473
https://arxiv.org/abs/2301.07473


Improving exploration

Neural network Downstream 
modelSampling

If one score is much higher than the others, sampling or maximizing has similar 
behaviour, but if the scores are mixed, this can promote exploration.

Need the gradient of the 
sampling operation!



Reparameterization (Gumbel-max)

Neural network Downstream 
model+ argmax

It can be shown that the sample z is sampled according to the correct distribution.



Gumbel-softmax (full diagram)

Neural network Downstream 
model+ argmax

Luckily, this is all already implemented in PyTorch. :-)

Gradient 
estimation



Gumbel-softmax (the equations)

This is an example of perturbed optimization or perturb-and-MAP, which is a 
very general principle!

[2002.08676] Learning with Differentiable Perturbed Optimizers

https://arxiv.org/abs/2002.08676


Beyond Gumbel-Softmax

● Other regularized operators (e.g., entmax).

● Different types of approximations (e.g., score function 

estimators).

● Algorithms for differentiable sampling beyond categorical 

variables (e.g., subgraphs).

… This is just an introduction!

[2301.07473] Discrete Latent Structure in 
Neural Networks

https://arxiv.org/abs/2301.07473
https://arxiv.org/abs/2301.07473


Dynamic neural networks
Making models truly dynamic



Overview

● Fine-tuning existing models is preferable (to leverage the 
ecosystem).

● Computational cost should be an external constraint if 
possible (computation-accuracy trade-off).

● Hardware latency is important (e.g., customized kernels).
● Lastly, can we also make training cost-efficient?



Adaptive computation modules 
(AAAI, 2025)

Adaptive Computation Modules: Granular 
Conditional Computation for Efficient 

Inference | AAAI 

Fine-tune a pre-trained models to transform some components into adaptive blocks:

https://ojs.aaai.org/index.php/AAAI/article/view/35453
https://ojs.aaai.org/index.php/AAAI/article/view/35453
https://ojs.aaai.org/index.php/AAAI/article/view/35453


Adaptive computation modules 
(AAAI, 2025)

Adaptive Computation Modules: Granular 
Conditional Computation for Efficient 

Inference | AAAI 

https://ojs.aaai.org/index.php/AAAI/article/view/35453
https://ojs.aaai.org/index.php/AAAI/article/view/35453
https://ojs.aaai.org/index.php/AAAI/article/view/35453


Adaptive computation modules Adaptive Computation Modules: Granular 
Conditional Computation for Efficient 

Inference | AAAI 

https://ojs.aaai.org/index.php/AAAI/article/view/35453
https://ojs.aaai.org/index.php/AAAI/article/view/35453
https://ojs.aaai.org/index.php/AAAI/article/view/35453


[2505.17604] Adaptive Semantic Token Communication for 
Transformer-based Edge Inference

Can flexibly choose how much data (tokens) to 
send on the network (token-based 
communication).

https://arxiv.org/abs/2505.17604
https://arxiv.org/abs/2505.17604


Training efficiency [2509.15058] Communication Efficient Split 
Learning of ViTs with Attention-based Double 

Compression

https://arxiv.org/abs/2509.15058
https://arxiv.org/abs/2509.15058
https://arxiv.org/abs/2509.15058


https://www.sscardapane.it/

https://twitter.com/s_scardapane

Simone Scardapane
Associate Professor, Sapienza
Affiliate researcher, INFN
Member, CNIT / ELLIS
Junior fellow, Sapienza School of 
Advanced Study

Book: Alice’s Adventures in a 
differentiable wonderland - 

Simone Scardapane

https://www.sscardapane.it/
https://twitter.com/s_scardapane
https://www.sscardapane.it/alice-book
https://www.sscardapane.it/alice-book
https://www.sscardapane.it/alice-book

