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Audio as a Modality

Humans rely heavily on auditory information in daily life.
Auditory cues enhance situational awareness and
communication.

Auditory cues include both verbal and non-verbal audio.
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Verbal audio includes spoken speech and helps
humans communicate.

Non-verbal audio includes the non-verbal speech
(e.g., sneeze, cough, etc.) and non-speech sounds
(e.g., environmental sounds and music). Non-verbal
cues are as important as verbal cues
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Audio as a Modality in Al

Al agents & audio perception - Audio is essential for
creating intelligent, context-aware Al agents. A lot of tasks
require agents to understand and reason about the audio
cues in the environments.

Existing tasks can greatly benefit from audio cues -
movie summarization, object detection, etc.

. . . . An example of improving imitation learning in Agents that can hear and speak
Audio can Improve immersiveness of generated content robots without auditory cues. Example from understand and communicate better with
- enhances immersiveness, creating richer and more engaging ManiWAV (Liu etal., 2024) humans.

experiences that complement visual and textual information.
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i Story Summary

Generated videos can be more immersive with videos!

Movie summarization using only videos misses important
information hidden in sound effects and human communication!
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Examples of Improving Al systems with Audio Perception

« Scene understanding has improved incredibly with
audio integration:
o Improved ego-centric perception
o Improved scene captioning

Audio-Visual Scene Captionin
« GPT-40 is integrated with hearing and speaking GPT40 can now hear and Caption w/o Audio: A black dog lies on the sofa.
speak! Audio integration has brought Caption with Audio: In the living room, a black dog

capabilities. a leap in GPT's capabilities. lies on the sofa barking, with the sound of a police
car in the background.

« Visual-only tasks have shown to benefit -
with audio integration I
o Audio-Visual Object detection
o Video Question-Answering with audio cues Localzaton
o Robot Navigation with audio-visual cues s
LA Ny
sl Frying food: @ il Human speech: $2%
Egocentric Audio-Visual Object Detection. Robot navigation with audio-visual cues.
(Huang et al., 2023) (Huang et al., 2023)



Recent Advances in Audio Processing

Response t
. . LoRA & Large Language Model R
*Audio Understanding Systems: L3 3 k3 T i
*Encoders such as Audio Spectrogram Transformer $ Fosie ! rrm e .
Frozen & Multi-Layer # Audio QFormer & Soft Prompt YT " u
(Gong et. Al 2021), HTSAT (Chen et al. 2022), etc. : g T ﬁ
Audio-Language models such as CLAP (Elizalde "* Q ‘ |
et. al 2022), CompA (Ghosh et al. 2023), etc. ﬂ[ ] B eeomen Diffusion models that can generate audio from
*Audio LLMs such as LTU (Gong et. al 2023), Whplp > a5t —— i ) a query text (AudioGen, Kreuk et al., 2022).
GAMA (Ghosh et al. 2024), etc. Recreate a RN
LLMs that can reason about input speech and sounds geptle ramfall _ E R\
and answer queries (GAMA, Ghosh et al. 2024 ). W;Lh d|dstant | °Z)
unaer. N &

*Audio Generation Systems:
Diffusion-based Acoustic Event Generation Models
such as AudioGen (Kreuk et al. 2022), etc.
*Speech Generation Models such as VALLE (Wang
et al. 2023), etc.

*Audio Story Telling Systems such as WavdJourney
(Liu et al. 2023), etc.
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Current Challenges in Audio Processing

* Limited Audio Datasets: Audio datais scarce compared to other
modalities, with minimal availability for certain tasks. Many datasets
are restricted or lack real-world diversity.

* Lack of Reasoning-Centric Data: Most datasets focus on
recognition rather than complex reasoning. Unlike language and Language Datasets Vision Datasets

LLLD
LD
L
(@
(

.. e erye . . L t Dataset - Billi ftok L t Dataset - 5B+ |-T pai
vision, distilling larger models for reasoning remains a challenge. argest Dataset- Bllons oftokens Alest Datase bars
* Lack of Long Audio Processing Data: Open-source datasets S
typically contain 5-10s clips, with no datasets dedicated to long- (—o g —
form sounds and music beyond ASR. w —=¢] UU
Speech Datasets Non-verbal Audio Datasets
* Weak Audio Representations: Largest Dataset - 60k+ Hours Largest Dataset - ~1k Hours
e State-of-the-art audio encoders achieve ~50% on AudioSet, far
below 95%+ on ImageNet.
* Models struggle with compositional audio structure (e.g., event
order) and linguistic variations (e.g., "chopper" vs. "helicopter”). 1 .8, Simple Event Detection: What Complex Instruction: From the
« Speech, sounds, and music are still treated separately rather [ |9) ) B8retheacousticeventsinthe speech and impact sounds, deduce
. ~| ¢/ sgivenaudio. the size and characteristics of the
than holl stlcally. ’ room in which these events occur.

* Lack of Good Evaluation Benchmarks: Most benchmarks remain
recognition-focused and are clean and simple, limiting progress in
real-world understanding and reasoning tasks. 25+ reasoning
benchmarks exist for vision and language, but only a few for audio.



How are the state-of-the-art audio models doing?

Compositional Understanding for Audio Processing: Real-world audio is
often compositionally complex. Understanding and generative models trained
on clean audios find it difficult to generalize to real-world audios.

e Morecompositionalaudio data

e Better model architectures

e Bettertraining algorithms

e Better audio representations for generative models

Advanced Reasoning in Audio: Current state of the art models struggle to
answer complex questions on audio which require advanced reasoning and
answering using world knowledge.

e Advanced evaluation benchmarks

e Betterreasoning-centric data

Long and Multi Audio Processing: Most audio models can perceive a single
audio with a max of 30 secs in length (with 10 secs being the average).

e Longaudio encoders

e Long audio representation learning

e |Long audio datasets and benchmarks

e Multi-audio reasoning strategies
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Caption: A dog barking followed by a person
speaking — generated by Stable Audio
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Question: Based on various sounds, infer what the
man might be announcing.

Answer by LTU (Gong et. al): It is not possible to
infer.
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Question: What indicates a sudden moment of
fear in the audio?

Answer by LTU: There is no such moment irgthe
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(Large) Audio Language Models (LALMSs)

* What are Audio-Language Models (ALMs)?

Goal: understand, generate, and interact with audio data
Audio processingis challenging due to data scarcity, but language
is abundant.

ALMs learn a shared latent space between audio-language

modalities.

* Pre-LLM Era: CLAP & Contrastive Learning

CLAP (inspired by CLIP) was a key pre-LLM ALM, using
contrastive learning to align audio and text.

Useful for classification, audio-to-text retrieval, and
text-to-audio retrieval.

* Post-LLM Era: LALMs

LALMs integrate audio encoders with LLMs, unlocking deeper
audio perception and reasoning.

Examples: GAMA, LTU, Qwen, AudioFlamingo, SALMONN.
Capable of captioning, reasoning and open-ended QA.

Text

Paddling in the waterl —> Encoder 1

Text — audio pairs

Ay ATy AT, ATy ATy
Audio A; ATy ApT, ApTy - ApTy
.I in  f— -
I III I Encoder
A3 A] TF A! r? AS'T] - AS'TN
Ay AnTi AvT: AnTs ~ AnTn

CLAP model learned with contrastive audio-text pairs.
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Describe the sound?
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LALMs with audio encoders integrated
with LLMs. 9 .
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Current State-of-the-Art Audio (Large) Language Models

O Er——

- CLAP - LTU

« LAION-CLAP « Audio Flamingo (NVIDIA)

- ReCLAP - GAMA (UMD)

- SALMONN « Audio Flamingo 2 (UMD and NVIDIA)
M

¢ T

e Gemini1.5/2.0/2.5

e GPT-40
e Sesame CSM
.
* Qwen2-Audio  Kimi-Audio
* Qwen-Audio-Chat e Step-Audio-Chat
. wen2-Audio-Instruct ¢ Phi-4-Multimodal
e Qwen2.5-Omni
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CompA: Addressing the Gap in Compositional Reasoning in
Audio-Language Models (ICLR 2024)

« Compositional Reasoning: Understanding the relationship between text in captions and the corresponding
content of the audio is a fundamental goal of audio processing. Different word orders should correspond to
differently perceived audio.

« Current benchmarks are insufficient for evaluating compositional reasoning.

« Current CLAP-like Audio-Language models lack compositional reasoning.

Clotho Validation AudioCaps Validation
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Audio-to-Text R 1 Audio-to-Text R@10 Audio-to-Text Ri1 Audio-to-Text R@ 10
Clotho Test AudioCaps Test CLAP Text Encoder
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05 ’ 0.88 Captions %
o4 oe "The growl of a tiger G
03 —> 1 &~ S,

. 0.4 succeeded by human

0.2 oy ;
v ﬁ 02 conversation Vanilla CLAP
0 0

Audio-to-Text R 1 Audio-to-Text R@ 10 Audio-to-Text Riw1 Audio-to-Text R@ 10
- Original ShufTle all but noun & adj.- Shuffle only noun & adj Shuffle all words Current ALMS arc nOt gOOd a't CompOSItlona'l reasonlng'

Model performance does not drop on current retrieval
benchmarks with words shuffled.
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CompA: CompA Benchmark

We propose CompA, the first suite of benchmarks for evaluating compositional reasoning in ALMs. CompA-order
evaluates an ALM's capability to understand the order of occurrence between multiple acoustic eventsin an

audio. CompA-attribute evaluates an ALM’s capability to understand attribute-binding for multiple acoustic events in
an audio.
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AL R Lol 7 AN S Y
. ron % il‘liillllllll “F'Iilhl“ll Ellliﬂl‘iilili |: u '-.I"I s \\
ompA-Order 3 | /) E J )
2 ¢ . [ 1 % - | / o MU UM UL R \ ,-/_-'._.
—> Order % Overlap 5_>J.[ Il_) L ¢ % J.[ CompA-Attribute e - N N 7
_ : . . A tiger growls followed by people talking. < Gea ko s/ % FE )
Captions . ‘ A child sneezes, and an adult laughs.
"The grow! of a tiger succeeded .
by human conversation” % % / & Captions s ™
/ P N\
"Human conversation succeeded % % |: .'| | "A baby cries while a woman laughs” % |: NBIRI
by the growl of a tiger" Y/ 9
h oA /i
N & "A woman cries while a baby laughs” % N &
"The growl of a tiger amidst % %
human conversation." People talking followed by tiger growling.. A child laughs, and an adult sneezes.
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CompA: CompA Benchmark Evaluation

(1 ifs (Co, Ag) > s(Ch, Ag) (1 ifs (Co, Ag) > s(Cop, Aq)
f(COaAOaOI:Al) = andS(OhAl) > S(COaAl) g(OO:AO:OlaAI) = 1 andS(ObAl) > 3(01:140)
~0 otherwise ~O otherwise

Text score. Audio score.

]. lf f (OO ; AO ; O 1, Al ) Model CompA-order CompA-attribute

Text Audio Group Text Audio Group
_ Human 90.60 91.20 87.40 80.30 82.40 79.80
h (CO, AO: Cl, Al) - a.nd g (CO; AO, Cl; Al) Random 19.70 19.70 16.67 25.0 25.0 16.67
3 MMT 19.9041.30  6.854+1.90 3.9041.95 29.5911.03 4.6912.29 3.1241 76
0 otherwise ML-ACT 2185175 800s08 4351125 | 31631145 5.1lings  3.75:0s6
CLAP 22.804915 8.35t140 4704220 | 33.2T4072 6.144137  4.661208
CLAP-LAION 24.0,1 10 9254115  5.50p080 | 34784145 6.524147 5074162
Combined score. Current models perform poorly.
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CompA: CompA-661k

LAION Audio-630K

Number Of Unique
Acoustic Events:

o 1
o>

3
® 4+

Overview of CompA-661k, combining open-source datasets with our proposed CompA-AudioSet.

CompA-AudioSet

CompA-AudioSet improves compositional balance compared to LAION Audio-630k.

CompA-order

CompA-attribute

Model Text Audio Group | Text Audio Group
Human 90.60 91.20 87.40 | 80.30 82.40 79.80
Random 1970 1970 1667 | 250 25.0 16.67
MMT 1990 6.85 3.90 29.59 4.69 3.12
ML-ACT 21.85 8.00 4.35 31.63 5.11 3.75
CLAP 22.80 8.35 4.70 3327 6.14 4.66
CLAP-LAION 240 9.25 5.50 3478 6.52 5.07

| CLAP (ours) 3375 1575 11.50 | 4240 20.50 14.75
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CompA: CompA-CLAP

Compositionally-Aware Hard Negative Training: We introduce two new algorithms to enhance compositional
representation learning in CLAP. First, we modify the CLAP objective to incorporate compositionally-aware hard
negatives. In this approach, each audio sample in the batch is assigned additional hard negatives that are not
shared across other batches, improving the model’s ability to distinguish fine-grained compositional variations.

Compositionally-Aware Hard Negatives

1

hard . thard hard hard
t] t]-l th t2 t21 t2K tB

a >< >< >< ><
as X - X XX 0 = —t;rai/or +log ) exp (t;raj/o)

B

]
hard hard
t B1 t BK

Text
Encoder

oy

Audio
Encoder

7=1 K
. a-2-t T T T ,hard
6" =—a,; t;[oc+log Zexp (ai tj/o) + Z exp (ai ti, /O’)
A 7=1 k=1
Negatives  gerd T
: e "Vehicles are revving preceding a child Caption: "A child screams, an

screams and an adult male is talking" — <€— <— adult male is talking and vehicles E
o "A child talks, an adult male is screaming LLM are revving"
and vehicles are revving"

Negative Generation
IIIIIIIIIIIII az
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CompA: CompA-CLAP

Modular Contrastive Learning: We introduce a modular template-based approach that generates compositional audio-
caption pairs from single acoustic events, aligning each audio with positives and compositionally-aware hard negatives. Using
AudioSet snippets and LLM-generated scenes, we create high-quality synthetic data. Our training strategy optimizes
contrastive loss to capture fine-grained compositional relationships

Modular Contrastive Learning

Y

I
- - ‘ pas pos neg neg pos  ,pos neg neg pos pos 'rwg neg
. B LA BT8P 4 B, By -, tBW

a .. .. < ><...>< ><___>< P
% -0 a T .. .. -7 - 5%

Acoustic
Events

Text
Encoder

Overlayed (*

Audio
Encoder

Acoustic Event

C iti — T
omposition : *Tiger Roar followed by ap a0 - - % . - . .

human conversation

Concatenate (+) amidst thunder" S GE Sy S L s S LR SRt B S S LA e B o S D bat s

Negatives t:zeg Positives tfos 1
. : ; Batch Positive
w ! o "Thunder followed by Tiger Roar" e "Tiger Roar amidst Thunder’ :
hﬁger Roar fo!fo:}'ec’l: by E s H:; aircoo:vvﬁsati};n f)?lgwgsr o T:gz: Rg::’ féﬁgjed bt;,nHiman ' Template-Based > . Generated Positive
Wt (b e et by Tiger Roar amidst Thunder" Conversation amidst Thunder" "‘ (Audio,Caption) Acoustic s
! Generation Events Batch Negative
Negative : ||I|I|||I|||| a; . . Ge-nerated Negative
Positive Generation et : i Skipped
k- Generation v
"Human conversation
1. wr: it 2
fi ety U Humanj ) followed by Tiger Roar" KPos B
Conversation” 1
Et_Q a (tpos )T / +1 tT /
7 K Pos i a;[o 0g €Xp\t; a; /0
k=1 '=
Synthetic data generation strategy. KPo B K™es
a-2-t _ jeleX:s eg
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CompA: Results on Benchmark Datasets

Model T-A Retrieval A-T Retrieval
R@1 R@5 R@10 R@1 R@5 R@10
MMT 36.1/6.7 72.0/21.6 84.5/332 | 39.6/7.0 76.8/22.7 86.7/34.6
ML-ACT 339/144 69.7/36.6 82.6/49.9 | 394/16.2 72.0/37.6 83.9/50.2
CLAP 346/16.7 702/41.1 82.0/54.1 | 41.9/20.0 73.1/449 84.6/58.7
CLAP-LAION 36.2/17.2 703/429 825/554 | 45.0/24.2 76.7/51.1 88.0/66.9
CLAP (ours) 359/17.0 783/44.1 89.6/56.9 | 47.8/23.8 83.2/51.8 90.7/67.8
CompA-CLAP (ours) 36.1/16.8 78.6/43.5 90.2/56.1 | 47.8/23.9 83.5/50.7 90.2/67.6

Result comparison on AudioCaps/Clotho retrieval benchmarks.

ESC-50 US8K VGGSound FSD50K

Wav2CLIP 414 404 10.0 43.1
AudioClip 694 653 s :

CLAP 826 732 - 58.6
CLAP-LAION-audio-630K  83.0  75.8 26.3 64.4
CLAP (ours) 902  86.1 29.1 77.8

CompA-CLAP (ours) 89.1 85.7 29.5 77.4

Result comparison on zero-shot audio classification benchmarks.
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@»f}l GAMA: A General-purpose Large Audio-Language Model with Advanced Audio

4
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* Large Audio-Language Models (LALMs) struggle to
respond to user queries that require complex
reasoning.

* Most LALMs just use a single audio encoder with a
linear layer to integrate audio representations to
LLMs. This leads to limited audio understanding
and increases hallucinations.

* GAMA is developed to improve both aspects!

Write an audio caption
i [ describing the sound in detail.

[Based on the various sounds,}

please infer what the man
might be announcing.

Aggregator

Wi

{ Write an audio caption
describing the sound in detail.

please infer what the man

INTT

Understanding and Complex Reasoning Abilities (EMNLP 2024 Oral)

A train horn blows and a
bell rings.

It is not possible to infer what
the man might be announcing
without additional context.

WTT1

{Based on the various sounds,}

might be announcing.

>

the increasing volume of the horn and the bell
ringing, suggesting it's about to stop or arrive at
the station for a passenger pickup or drop off.
The wind noise suggests an open outdoor
environment near the tracks. A man’s voice can
be heard in the background, making an
L

announcement.

o N - - ™
Given the context of the train station, the man
might be announcing arrival/departure schedules,
boarding calls, or safety instructions.

.....
...................................................................................................................................................

................................................................
*a,

/Tfhe train is approaching a station, indicated by\

Comparison of GAMA with LTU (Gong et al., 2023) on a query about an
audio that involves complex reasoning.
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s’ GAMA: Model Architecture

To improve audio perception, GAMA integrates multiple audio representations with a large
language model to allow it to perceive diverse knowledge about an input audio.

Response
$
LoRA & Large Language Model
$ A A T
MLP MLP MLP

¢ Finetune
Frozen & Multi-Layer ¥ Audio QFormer | ¢% Soft Prompt k T

Text Instruction

Aggregator * According to .
‘ . ; | Prompt
: . you are allowed to use or
Cross Attention | xN ;  partiallyusethe | £
. information about the | % 5
) 3

« following events present '

in the audio: , °
[ Self Attention ] ? : ! ‘
- [Shout, Yell, Giggle, Sigh] !
Cross Attention ] Queries : (Audio Tags) ;
MWMMW — AST ! J s

Input Audio

[lustration of the GAMA architecture.
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% GAMA: CompA-R Reasoning Dataset

,
=

Instruction Generation

Training Set

: Instruction: Analyze the temporal

° : ; ; . 5 i ) : pattern of the impact sounds in the audio. ).
GAMA Is train ed In 2 sta ges : (ThsoiD, WRd-6.307-5:48), el : @ How does their frequency, duration, and |

. o intensity contribute to understanding the
LTI L TR £ : x intergit or pace of the work in thgis
speaks in the background, suggesting | : Exemplars yorp

: . . . : workshop setting?
' | a workshop environment with ongoing | ! P g

/[ Audio Events: [(Mechanisms-0.0-10.0),
' | (Male speech, Man speaking-0.02-0.53),
i | (Generic impact sounds-0.228-0.709),

* First, itis pre-trained on a large-scale | Bontaciing sndtan passiagbyl | Response: The repeated and consistent
. . . presence of impact sounds of similar
d ataset wit h au d 10- l.a ng ua ge pa IrS. E e ’ intensity suggests a systematic, ongoing

@ T Caption process, indicating a steady and active
Generation 7 . \Kwork pace in the workshop. J//
N ‘ 3 )‘E!: AL \ : ".

Human
Verification

* Next, itis instruction-tuned on CompA-R,
(Instruction-Tuning for Complex Audio
Reasoning) a dataset designed to train models
to understand and reason about complex
audio scenarios.

[ Test Set ’

Our proposed pipeline to synthesize CompA-R.
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GAMA: Results on Benchmark Datasets

ESC50% DCASE# VS’ TUT' BJot VGG FSD NSi, NS. GTZAN' MSD" AudioSet Classif. AudioCaps Clotho Cap. ClothoAQA

Model (Acc) (MiFl) (Acc) (Acc) (Acc) (Acc) (mAP) (ACC) (ACC) (ACC) (ACC) (mAP) Avg.  (SPICE) (SPICE) Avg. (ACC)
Audio-Language encoder-based models. They are generalizable to unseen labels, but a pre-defined label set is required for inference.
AudioCLIP 69.4 - - - - - - - - - - - - - - - -
CLAP (2023a) 82.6 300 484 296 475 240 302 227 164 250 440 5.8 294 - - - -
CLAP (2023a) 89.1 31.3 47.1 356 43.0 263 308 252 189 26.3 46.9 6.2 36.0 - - - -
CompA-CLAP (2024b) 90.1 306 495 358 482 295 315 249 17.0 261 46.2 6.2 36.3 - - - -
Audio-Language generation-based models. They directly output label names and do not need a pre-defined label set is needed at inference.
Qwen-Audio-Chat (2023) 71.7 324 742 169 50.8 17.5 398 302 413 41.6 69.1 13.4 41.1 14.7 98 123 32.3
LTU (2024) 81.7 37.5 533 199 67.8 503 439 28.0 41.8 9.9 74.2 18.3 42.4 16.9 11.7 15.8 25.1
SALMONN (2024) 16.47 18.01 169" 7.8" 250" 23.37 22.17 162" 3377 1017 28.87 1347 17.9 8.3 76 80 2317
Pengi( 2023) 80.87 29.6" 464" 184" 473" 1667 358 392 460 119 930 115 39.7 12.7 7.0 99 63.6
AudioGPT (2024) 41.3 20.9 358 149 216 5.6 188 409 15.6 11.9 28.5 12.7 22.4 6.9 6.2 6.6 334
GAMA (ours) 82.6 38.4 524 215 69.5 522 478 639 995 13.8 85.6 19.2 53.9 18.5 135 16.0 71.6
w/o AST & Aggregator  80.5 36.9 51.6 192 66.2 50.8 453 624 §89.6 11.6 83.2 17.3 51.2 17.2 124 148 68.3
w/ Last Layer Features  81.3 37.6 50.2 204 68.2 51.7 458 62.6 923 11.2 81.5 18.1 51.7 17.7 128 153 69.5
w/o Audio Q-Former 79.7 374 513 202 68.0 51.6 464 60.1 904 11.6 79.8 18.4 51.2 16.9 119 144 61.2
w/ CLAP 81.8 38.4 522 21.6 69.1 52.0 475 58.8 995 124 779 19.0 52.5 17.2 13.1 151 66.4

Comparison of GAMA with baselines on evaluation datasets described on close-ended general audio and music understanding benchmarks.
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GAMA: Results on Reasoning Datasets

CompA~-R-test (GPT-4/Human) OpenAQA Dense Captioning
Models Clarity Correctness Engagement  Avg. Clarity Correctness Engagement Avg. || AudioCaps Clotho Avg.
Qwen-Audio-Chat (2023) | 3.5/34 33/34 3.6/3.7 3.5/3.5 3.6 3.6 3.5 3.6 3.8 3.6 3.7
LTU (2024) 35/40 32/33 34/35 34/3.6 3.5 3.7 3.5 3.6 3.5 3.6 3.5
SALMONN (2024) 2.6/2.8 24/23 20/22 23/24 2.4 2.5 2.7 2.5 2.8 3.1 2.9
Pengi (2023) 1.8/1.6 15/14 1.3/12 1.5/14 1.7 1.5 14 1.5 2.6 2.8 2.7
AudioGPT (2024) 1.3/14 1.6/1.5 1.4/71.7 14/15 1.6 1.5 1.5 1.5 2.7 29 2.8
LTU w/ CompA-R (ours) | 3.5/4.0 32/33 3.4/3.5 3.6/3.6 3.5 3.7 3.5 3.6 3.7 3.8 3.8
GAMA-IT (ours) 1 43/45 39/4.1 39/43 4.0/4.3 4.0 4.2 3.8 4.0 4.3 4.1 4.2
w/o Soft Prompt 4.1/42 37738 36/34 3.8/3.8 39 3.8 3.7 3.8 4.1 39 4.0
w/o Aggregator 4.0/42 35735 3.6/3.5 3.7/3.7 3.7 3.7 35 3.6 3.7 3.8 3.8
w/o Audio Q-Former | 3.8 /3.7 34/3.6 35/33 3.6/3.5 34 3.9 3.5 3.6 3.7 3.5 3.6

Comparison of GAMA with other baselines on open-ended AQA on OpenAQA, complex open-ended AQA on CompA-R- test and Dense
Captioning on 500 instances from AudioCaps and Clotho.
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LTU

SALMONN

GAMA-IT Pengi

A

fz’ GAMA: Qualitative Examples

Question: Based on the given audio, infer the type of environment or

setting. Consider the presence and duration of car sounds.
g J

(The audio clip suggests an urban or suburban environment with a mix of )
residential and commercial areas. The presence of car sounds suggests that
 the environment is a busy one. HE : 3 )

(2 : . ‘ ; : .

The given audio suggests that the environment or setting is a busy c1ty\
street with a lot of car traffic. The audio also indicates that the car sounds
are continuous and long-lasting. Therefore, it can be inferred that the audio

\is from a busy city street with a lot of car traffic. HE :3)
It is gasoline.
HE : 2
The environment is likely a race track.
HE :5

LTU

SALMONN

GAMA-IT Pengi

p- -

'

t o | i

»
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4 N

Question: Considering the correlation of the man's speech and the music, infer his possible connection to the

music playing in the scene.
N\ J

(The male speaker's speech adds a sense of authority and control to the event's atmosphere, as well as a sense |
of urgency or importance to the crowd's reactions. The speech also provides a contrast to the music and crowd
reactions, creating a dynamic and engaging soundscape that draws the listener's attention and emotions. HE : 2 )

Ve PN

The male speaker is interspersed with the music and crowd reactions to create a dynamic and engaging
atmosphere at the event. His speech adds energy and excitement to the event, keeps the audience engaged and
involved, and helps create a memorable and enjoyable experience for all attendees.

L HE : 1/
( ™\
It is music.

L HE : 1

57
Vs R\
The man is likely a guitarist or an instructor who is explaining the process of tuning a guitar
HE : 5
(. >
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MMAU: A Massive Multi-Task Audio Understanding and Reasoning
Benchmark (ICLR 2025 Spotlight)

* [Morris et al., 2024] Artificial General Intelligence (AGI) as a system that performs at the “90th
percentile of skilled adults” across a wide array of tasks.

* Current audio benchmarks fall short of this standard. Tasks such as speech recognition do not
demand the expertise of skilled humans and can often be performed by young children (Lippmann,
1997; Gerhardstein & Rovee-Collier, 2002)

« MMLU (for language) and MMMU (for vision) have pushed the boundaries of model capabilities,
prompting incremental improvements. Nothing as such exists in audio.

Comprehensive Skill Test ’ Extensive Domain Coverage ‘ Diverse Task Types

Speech: 33% Music: 33%
f@ : \-\ SO,

5- o LN Y
( (( f , ,‘— “IT |
Understanding World Knowledge i Speaker Role Mapping |

Sound: 33%
de)  aeiTiune

’S*“*—'.l"a&‘@»o _@ ’r

Tongue twisters

= (@) el Socio-cultural Music ! Scc;ncrUn derstandin
Reasomng S S - .t.c. gE:E g t k‘ % Understanding : &

LII

We present MMAU, the most comprehensive audio understanding and reasoning benchmark. MMAU comprises 10k carefully curated ST
audio clips paired with natural language questions and answers spanning speech, environmental sounds, and music. 30 @}j



MMAU: Skill Distribution

MMAU is composed of questions that challenge models no 27 distinct skills, 16 Reasoning (right) and 11
Information Extraction Tasks (left).

Key highlight
Extraction
Conversational Fact
Retrieval

Sound-Based Event

Recognition

Sound
22%

Musical Texture
Instrumentation Rhiytha and
Tempo

Phonological
Sequence
Decoding

Dissonant Emotion
Interpretation

Speaker
Counting

Emotion State
summarisation

Acoustic Source
Inference

Socio-cultural

Acoustic Scene
Interpretation

Reasoning

Lyrical
Reasoning

Musical Genre
Reasoning
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MMAU: Scores for Frontier Models

| | | Sound Music Speech | Avg
Models Size ~ {So, Mu, Sp} — — — —.

| | Test-mini  Test Test-mini Test Test-mini Test | Test-mini  Test
Random Guess - - 26.72 25.73 24.55 26.53 26.72 25.50 26.00 25.92
Most Frequent Choice - - 27.02 25.73 20.35 23.73 29.12 30.33 25.50 26.50
Human (test-mini) - - 86.31 - 78.22 - 82.17 - 82.23 -

Large Audio Language Models (LALMs)

Pengi 323M v v X 06.10 08.00 02.90 03.05 01.20 01.50 03.40 04.18
Audio Flamingo Chat 2.2B v v ox 2342 28.26 15.26 18.20 11.41 10.16 16.69 18.87
LTU 7B v v X 22.52 25.86 09.69 12.83 17.71 16.37 16.89 18.51
LTU AS 7B v vV 23.35 24.96 9.10 10.46 20.60 21.30 17.68 18.90
MusiLingo 7B X v X 23.12 27.76 03.96 06.00 05.88 06.42 10.98 13.39
MulLLaMa B X v X 40.84 44.80 32.63 30.63 22.22 16.56 31.90 30.66
M2UGen B X v X 03.60 03.69 32.93 30.40 06.36 04.53 14.28 12.87
GAMA 7B v v X 41.44 45.40 32.33 30.83 18.91 19.21 30.90 31.81
GAMA-IT 7B v v X 43.24 43.23 28.44 28.00 18.91 15.84 30.20 29.02
Qwen-Audio-Chat 8.4B v x X 55.25 56.73 44.00 40.90 30.03 27.95 43.10 41.86
Qwen2-Audio 8.4B v vV 07.50 08.20 05.14 06.16 03.10 04.24 05.24 06.20
Qwen2-Audio-Instruct 8.4B v vV 54.95 45.90 50.98 53.26 42.04 45.90 49.20 52.50
SALAMONN 13B v v 41.00 40.30 34.80 33.76 25.50 24.24 33.70 32.77
Gemini Pro 15 |- - | 56.75 54.46 49.40 48.56 58.55 5590 | 54.90 52.97
Large Language Models (LL.Ms)
GPT4o0 + weak cap. - - 39.33 35.80 39.52 41.9 58.25 68.27 45.70 48.65
GPT4o + strong cap. - - 57.35 55.83 49.70 51.73 64.86 68.66 57.30 58.74
Llama-3-Ins. + weak cap. 8B - 34.23 33.73 38.02 42.36 54.05 61.54 42.10 45.87
Llama-3-Ins. + strong cap. 8B - 50.75 49.10 50.29 48.93 55.25 62.70 52.10 53.57

Most models perform poorly on MMAU, thereby highlighting significant gap.
33 |
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MMAU: Skill-Specific Performance

Temporal Reasoning

[ . Harmony and Chord
nstrumentation P .
rogressions
Genre and Style Phonemic Stress
Reasoning Pattern Analysis
Rhythm and Tempo Emotional Tone
Understanding Interpretation

Historical and
Cultural Reasoning

—O—Easy —{1—Medium —0—Hard

Accuracy distribution for Gemini 2.0 Flash across easy, medium, and hard questions, categorized by skill
type. The graph highlights how LALMs excel in some skills across all difficulty levels (e.g., Phonemic Stress
Pattern Analysis) but struggle with others (e.g., Temporal Reasoning) regardless of difficulty.
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MMAU: Model Performance Across Time

MMAU Benchmark: Overall Average Performance Over Time
60 |

50

o~
o

Avg Test Scaore
w
o

N
o
T

10+

N
9
> 2
Date of Model Release

\a N O N > S ~°
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MMAU-Pro: Complex Reasoning Benchmark (Work in progress)

MMAU-Pro extends the original MMAU benchmark by incorporating more complex evaluation settings,
assessing model across more challenging skills. Some unique features of MMAU-Pro are:

MULTI-HOP REASONING

4 )

The music is upbeat Hello! Hello!

and danceable.
(|®

( v < l|||l | I || I |
Such music is more

suited for a high-energy
social setting.

. J

short medium long
Multi-cultural music and - . 4 A
sound evaluation. Therefore, the answer
is a crowded . : . : :
dance club Variable length including long audio Assess skills relevant to speech-to-
: < evaluation. speech interaction.

Questions requiring multi-hop reasoning.
E.g., In what setting would this music
most likely be heard?

%\\‘msn)_. .
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Synthio: Augmenting Small-Scale Audio Classification Datasets with

Synthetic Data (ICLR 2025)

The use of synthetic data to improve understanding
and reasoning is booming in language and vision (e.g.,
Phi4, GPT-40). However, in audio, there is lack of
foundational audio generation models.

Existing data augmentation methods in audio (noise
augmentation or masking) do not capture the true
diversity present in real-world audios.

We propose Synthio, a novel synthetic data generation
technique to generate diverse and consistent synthetic
audios to improve audio classification.

Classification Accuracy ——

<
o
|
T

o
~
|
|

<
[}
|

o
[
|
T

@ No Augmentation 4 SpecAug A VanillaSyn.Aug. X Synthio (ours)
_____ — -
~.
~.
.~ ~
A
- / .
—————— ®0------@0----—-—-@0---—---@------4¢
P @ @i Y S @ 4
| l | | |
| I | | |
0 100 200 300 400 500

Number of Generated Augmentations ——

Traditional augmentation degrades performance on small-scale
datasets. Synthio further enhances performance by generating
consistent and diverse synthetic data.
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Synthio: Motivation

Problem 1 - Alignment: When prompted with “sound of a bus” forthe category bus in the TUT-Urban
dataset, the generated audio may not reflect the typical bus sounds in European cities (where TUT was
recorded), as bus sounds can vary by region, with some featuring loud engines and dense crowds while

others have quieter engines and sparse crowds.
L)) C
Sound of a bus from the TUT Urban dataset. Sound of a bus from a text-to-audio model

trained on AudioSet.

Can we just fine-tune the text-to-audio model? -- Fine-tuning on small datasets lead to overfitting and
generation of audios that sound similar.

Problem 2 - Lack of feature diversity: When prompted with “Sound of a park’”, we observed that 9 out of 10
times, the model generated the sound of children playing as part of the generated audio.

Two sounds with differentrandom seeds,
CFG and inference steps.

T
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Synthio: Aligning the Text-to-Audio Model using Preference Optimization

Step 1: Constructing the Preference Dataset

Generate template-based captions for each instance

(e.g., "Sound of a [label]").

Prompt the T2A model multiple times per instance,
pairing generated audio with ground-truth audio,
treating generated as "loser" and ground-truth as

"winner.”

Step 2: Preference Optimization with DPO (Rafailov et. al)

Train the T2A model on the preference dataset using

DPO.

The optimized model improves alignment with
ground-truth audio.

....... o)
Aligned Text-to-
Audio Model

] 0 .
Pref ¢ ‘aln Adapters Training
reference

Optimization |
1

~
.
e

Log.
D Sing 4

pref 9
O/l.
A a! %
1
1
1
1
: Text-to-Audio ]
Model
Random
Dsmall Gaussian Noise T Generated
Audios
Text Condition

Sound of a {label}

We align the T2A model with the small-scale dataset using DPO,
ensuring generated audio matches its acoustic characteristics.

Py m.\'u)_n
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Synthio: Generating Diverse Synthetic Augmentations

1pmy ¢
—© w
Audio Captions

)

¥ OF16 TENEmEY) A\
[ e 4 MITNEY €30 1
I: , &@:_-"’ ', | New Audio b
K e : 1 B Captions R
Text-to-Audio
Model

[(‘; Trainable Frozen J ¢ MEICTNSY €90

We align the T2A model with the small-scale dataset using DPO, ensuring generated audio matches its acoustic characteristics.
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Synthio: Results

n Method ESC-50 USDSK GTZAN Medley TUT  NSynth VS MSDB DCASE FSD50K
Gold-only (No Aug.) 2225 55.09 47.05 4723 37.60 33.32 77.49 56.85 12.09 8.69
Random Noise 18.50 57.42 4520 46.55 35.86 32.42 76.41 52.55 13.21 9.15
Pitch Shifting 20.55 59.32 46.80 48.17 37.22 34.34 78.17 54.50 12.93 10.04
SpecAugment 19.50 58.36 46.00 47.18 36.73 27.32 77.27 53.25 12.81 9.22
Audiomentations 20.35 60.13 47.25 48.30 38.24 28.15 79.12 54.51 13.28 11.44
Retrieval 19.20 37.14 42.55 43.65 35.80 31.27 71.42 51.35 10.53 7.28

50 vanilla Syn. Aug. 40.75 63.54 55.35 47.23 41.50 33.17 78.37 54.10 15.89 11.76

+LLM Caps. 36.80 65.84 63.74 55.36 40.90 38.17 78.77 57.05 13.07 11.84
Synthio (OMTS) 49.50_,,]225;, 76.12+3g% 68-20+44% 60.58+23% 43-84+| 1% 40-83+22% 80-67+4<yc 60.15+5% 17.23+42% 15.41+77%
w/ lemplate Captions 41.25 00.11 04.40 4.52 41.3/ 3/.02 8.0/ 9.0V 14.15 13./0
w/ ERM 41.30 69.80 61.70 56.60 42.00 38.62 79.75 57.75 13.28 14.17
w/o Self-Reflection 4525 72.57 64.55 58.00 42.81 39.50 78.56 57.25 15.63 14.02
w/o MixCap 42.70 64.72 54.65 52.18 41.93 36.13 78.70 58.80 14.82 13.61
w/o DPO 36.55 68.12 56.10 52.55 41.39 40.31 79.03 57.55 14.53 11.28
Gold-only (No Aug.) 56.75 72.89 64.15 57.81 47.14 39.11 84.32 65.60 12.50 10.70
Random Noise 58.50 71.54 65.50 56.98 46.21 38.20 83.33 66.15 13.35 14.95
Pitch Shifting 59.55 73.52 66.75 58.46 47.50 39.53 85.07 68.25 12.19 15.02
SpecAugment 47.50 72.43 69.75 58.06 50.07 41.96 85.14 66.40 14.17 15.72
Audiomentations 48.50 73.82 71.05 59.32 51.14 42.15 85.24 68.40 16.93 14.29
Retrieval 52.45 68.24 61.55 54.83 45.39 37.84 83.27 58.55 10.93 10.05
100 vanilla Syn. Aug. 77.25 77.31 68.25 63.58 49.96 4231 84.78 63.55 15.73 13.78
+ LLM Caps. 67.05 79.73 67.90 65.79 48.63 41.83 84.83 65.95 16.32 14.12
Synthio (ours) 83.35.,., 85.00.,, 7120,,., 71.23.,., 52.42.,, 44.92.., 86.70.., 68.80.s, 19.38..., 17.33..,
w/ Template Captions /8.0 30.32 08.15 64.20 49.95 42.16 83.11 00.U5 16.32 14.32
w/ ERM 73.20 81.81 67.25 66.57 51.11 43.74 84.73 68.00 17.21 15.19
w/o Self-Reflection 77.65 82.38 69.55 68.52 51.75 4438 82.53 66.20 15.89 13.96
w/o MixCap 73.50 78.30 68.50 66.52 50.63 4227 83.52 66.35 16.77 14.93
w/o DPO 66.75 75.46 66.15 60.81 48.78 40.31 84.67 67.85 14.83 13.92

Results on benchmark datasets with just 50 and 100 gold training samples. Synthio shows

huge performance gains compared to our baselines.
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? Audio Flamingo 2: An Audio-Language Model with Long-Audio Understanding
(@ and Expert Reasoning Abilities (Joint with NVIDIA, Feb 2025)

Audio Flamingo 2 is a SOTA LALM that focuses on 2
main aspects:

* Improving audio understanding and reasoning
e We develop AF-CLAP, a custom audio
encoder for robust representations
* (Generate synthetic reasoning data at scale

* Introduce Long Audio Understanding (30
seconds - 5 minutes)
* We introduce LongAudio, the first long audio
reasoning dataset
* We propose several novel training strategies

¢= AudioFlamingo 2 Audio Entailment

—e— Previous SOTA AudioCaps

Audio Entailment

Medley-Solos DB e
< Clotho

MMAU
Music

O\, ClothoAQA

@ 40% 60%  80%/ 100%

" CREMA-D

MMAU |

Sound $ AudioCaps

MuchoMusic

i
| i %
CompA-R-test : OpenAQA

LongAudioBench
(ours)

Audio Flamingo 2 (AF2) versus previous SOTA on a number of audio
understanding and reasoning benchmarks. AF2 outperformed all.
models while being the smallest. 48 @}



AF2: Overall Architecture

' s g ' s ' : The combination of the dog's
ARC M ARC M AFC LM barking and the woman's speech is
‘ . o > a unusual and une?:ected.

......... -' ) Gated XATTN_Dense LM BIOCk

mma Gated XATTN-Dense LM Block
10s
o] |||||||||||||| ||I|||—)||||‘\n”|||||||||||||||||II||—> AF-CLAP %»[T’“““‘“maﬁ““ BN Gated XATTN-Dense LM Block
RO Layers T
audio : Female e 1. \
Voice Barking Sliding Window What is unusual about this ) | Tokenizer }
audio?

Audio Flamingo 2 is based on the cross-attention architecture, where we condition our custom CLAP.
The modelis trained on 3 stages of training and can perceive audios up to 5 minutes in length.
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AF2: Improved Audio Representations with AF-CLAP

We focus on two primary aspectsin AF-CLAP :
1. We scale training data to 8M audio-caption pairs: |

0000 00000 00000 0008 00000 B0l BNl Bl
P e, [ 2 Y

i. Generate new data from long videos, inspired “" ||||||||”|“
(0N

!

from [Ver]l(a.taramar]ar]e.t al" 2024] lllll'llllll‘lllllli;‘l#-lllll:“lll ____>®
2. We propose a new training objective noRpL theeYen
: . C ki . " Cleaning & ™,
i. Improve linguistic invariance Correction Audio and Video Captions
.o . . . -
-
ii. Improve compositional reasoning =< @%m
Audio-Caption LLM
Original Caption: A dog barking followed by the ll'ataptl
sound of a train approaching. HTS-AT Ei‘beddmgs
Positive: A dog barking followed by the sound of a o[ )
railcar approaching. — _}a %"
Negative: A dog barking preceded by the sound of > ositives T — —— 2
a railcar approaching. LLM ____ Audm)tion 5,5 |:| D
Data AF-CLAP Contrastive Loss
iii. Improve the CLAP training objective
Overall AF-CLAP training pipeline.

S(i, )
= —— lo
Z % Sneei) + X0, 5(ir1)

5(7,9) = Y s(T(P(x5)m), Alz:),

m

Sneg(":) = Z S(T(N(il?i)m,n),/l(.’ﬂi)),

m,n
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AF2: AudioSkills — Large-Scale Synthetic Reasoning Data

We propose AudioSkills, the 1%t and the largest audio reasoning data with ~4.2M AQA pairs. AudioSkills comprises of skill-wise
reasoning data with seven distinct skills.

Other AQA Datasets

Foundational: What is the genre of
the music?

Answer: Rock

ClothoAQA: Are there people having
conversation?

Answer: Yes

OpenAQA: What kind of sound do
the mechanisms make?

Answer: Mechanical sounds
SALMONN: What is happening to the
vehicle?

Answer: Vehicle is accelerating.

Contextual Speech Event Reasoning

Temporal Relationship Identification

Order: In what sequence do the
sounds first appear in the audio?
(A) Rain (B) Human voice ....
Attribute: How does the sound of
thunder change over time?

(A) Gets louder (B) Gets softer ....
Grounding: When does the human
voice appear in the audio?

(A) Beginning (B) Middle (C) End
Referring: What sound appears last
in the audio?

(A) Rain (B) Human voice ....

Question: How does the repetition in the spoken utterance influence the
interpretation of the sequence of actions taking place?

Answer: The repetition suggests urgency or frustration in an effort to manage an
ongoing situation, possibly highlighted by background sounds of movement.

General Reasoning Counting

Question: How does the melody in
the audio contribute to the hypnotic
effect of the music?

(A) By changing frequently to
maintain interest. (B) By maintaining
a consistent and repetitive loop ....

Level 1 & 2: How many times did the
dog bark?

Answer: Two

Level 3: How many times did the
second sound occur in the entire audio?
Answer: Four

Attribute Identification Information Extraction

Question: Which is the loudest event
in the audio?

Answer: The loudest event in the
audio is the sound of a dog barking.

Question: Which instrument primarily
provides the bass line that complements
the female vocalist's melody?

(A) Piano (B) Tuba (C) Guitar ...

Contextual Sound Event Reasoning

Question: Considering the correlation of the man's speech and the music,
infer his possible connection to the music playing in the scene.

Answer: The man is likely a guitarist or an instructor who is explaining the process
of tuning a guitar.
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AF2: LongAudio — A Long Audio Understanding Dataset

The proportion of video categories and distribution of durations for the LongAudio dataset with 262,928 unique AQA and 80k

Video Categories

" Social & Community

|

unique audios. We target captioning and reasoning tasks.

Question Categories

B
o

Entertainment & Performance
Other

Educational & Informative
Daily Life & Home
Adventure & Exploration
Sports & Recreation

Creative & Artistic

Historical & Cultural
Automotive & Transportation
Professional & Business
Emergency & Action

Health & Wellness

B Captioning

B Temporal QA
H Plot QA

B Complex QA
W General QA
W Subscene QA

Frequency

35k

30k

25k

20k

15k

10k

E13

. I

0.
305

Duration Distribution

o, 6o, So.
2% Y05 220,

2 s,
0. 1303 0. 1&0_9

Duration Range

28
0, 22,

<2
0.
2
s

<
0,
90, 220,
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AF2-3B: Results on Benchmark Datasets

Dataset ‘ Task ‘ Previous SOTA ‘ Ours H Dataset Task ’ Previous SOTA | Ours
ClothoAQA nan. AQA - ACC | 749% - Qwen2-A | 86.9% Clotho-v2 CAP - CIDEr | 045 - Qwen2-A | 0.46
ClothoAQAonbin | AQA - ACC | 49.5% - AF 52.6% AudioCaps?® CAP - CIDEr | 0.46 - AF 0.58
MusicAVQA ugio | AQA - ACC | 72.1% - Qwen-A | 72.3% CREMA-D?%S CLS - ACC | 26.5% - AF 36.6 %
NonSpeech7k CLS - ACC | 83.9% - AF 84.3% RavdessZ® CLS - ACC | 20.9% - AF 26.3%
CochlScene CLS - ACC | 91.6% - Pengi 82.1%_q 59 GTZANZ CLS-ACC | 65.2% - AF 69.1%
NS.ource CLS - ACC | 60.1% - Pengi 62.0% Medley-solos-DB%® | CLS - ACC | 85.6% - GAMA | 85.8%
NSinstrument CLS - ACC | 78.8% - Qwen-A | 71.13% 7o, || USS8KZ CLS - ACC | 71.2% - AF 68.0% 5 59,
FSD50k CLS - mAP | 47.9% - GAMA 49.2% ESC50%5 CLS - ACC | 80.6% - GAMA | 83.9%

Results on Audio Classification and Captioning Tasks.

AF2 outperforms larger models on most of these tasks.
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AF2-3B : Results on Reasoning Datasets

Dataset Previous SOTA Ours

MMAU Sound 61.7% - Gemini F v2 | 65.1%
MMAU Music 56.5% - Gemini F v2 | 72.9%
AE Clotho 83.3% - Qwen-A 92.5%
AE AudioCaps 64.2% - Qwen-A 93.3%
CompA-R-test 80.0% - GAMA-IT 96.4 %
MuchoMusic 51.4% - Qwen-A 56.5%
OpenAQA 80.0% - GAMA-IT 86.0%
Musiclnstruct (Long) 86.1% - MusiLingo 90.2%
MusicQA 90.0% - MusiLingo 93.0%
CMM Hallucination 76.0% - SALMONN | 82.0%
LongAudioBench (ours) | 45.3% - Gemini F v2 | 64.2%

Results on expert reasoning tasks. AF2 outperforms all models by significant margins.
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AF2: Qualitative Results

Question: What is unusual about the audio?

Ground Truth: The audio contains combination of music and hammer beating which is unusual.

LTU: There is nothing unusual.

Qwen2-Audio-Instruct: The input audio contains a dark electronic piece with synthesizers and drums that has an energetic and experimental mood, instrumental only, and includes
bass and percussion.

GAMA: The audio clip does not contain any unusual sounds. It is a typical example of a musical composition with drums and percussion instruments playing.

Gemini Pro v1.5: The unusual thing about the audio is that it sounds like someone is **shredding paper by hand**, but at a very **fast and consistent pace**. It's so fast and
rhythmic that it almost sounds mechanical, but the slight variations and imperfections suggest a human hand. It's the speed and consistency that makes it stand out.

Audio Flamingo 2 (ours): the unusual aspect of the audio is the combination of the music and the sound of the mechanisms.
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AF2: Qualitative Results

Question: When is the song with a male vocalist heard? Choose the correct option among the options below: (A) Towards the beginning (B) In the middle (C) Towards
the end

Ground Truth: (B) In the middle

LTU: Male vocalist can be heard throughout the audio.

Qwen2-Audio-Instruct: The male vocalist can be heard at the beginning of the track. Therefore, the answer is (A).
GAMA: (A) Beginning

Gemini Pro v1.5: The piano melody begins right at the start of the clip. So the answer is (A).

Audio Flamingo (chat): End

Audio Flamingo 2 (ours): (b) middle

-
T 3G
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AF2: New Checkpoints

* We just released a better and stronger AF2 (v20250625)! Try it out!

100 -
HEEm AF2 (Original)

B AF2 (v20250625)

85.0 86.9 87.1
80 -
—_ 61.0
® 60-
>
(@]
o
-
§ 40 -
20 -
0 - c
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Audio Flamingo Series

Audio Flamingo 1
(ICML 2024)

Audio Flamingo versus Previous SOTA
FSD50k NonSpeech17k

NSynth-instrument

NSynth-quality ClothoAQA-nonbinary

NSynth-source

CochlScene — I'ﬁuglntl'u)-vz

CREMA-D (zero-shot)

Ravdess (zero-shot)

GTZAN (few-shot)
USBK (few-shot)

Medley-solos-DB (zero-shot)
AudioCaps (few-shot)

Focus on foundational audio processing tasks (e.g.,

classification, captioning, QA, etc.)
Introduced RAG and multi-turn dialogue abilities
~5.9 M training instances

MusicAVQA - Previous SOTA
- Audio Flamingo

ClothoAQA-unanimous

AF-Dialogue-MusicCaps

AF-Dialogue-AudioSetSL

Audio Flamingo 2
(ICML 2025)

=o— AudioFlamingo 2 Audio Entailment

—e— Previous SOTA AudioCaps
=, o
Medley-SolosDB _— | T Audio Entailment
v : P Clotho
i
MMAU I
Musi
usie: £ ClothoAQA
MMAU A
Sound = AudioCaps

MuchoMusic
v/.
/

CompA-R-test ——

}
i
! i
-\;// OpenAQA

LongAudioBench
(ours)

Focused onimproving performance on expert
reasoning benchmarks

Introduced long-audio understanding and
reasoning

~10 M training instances and synthetic data

Audio Flamingo 3
(Under review)

—— AudioFlamingo 3 ClothoAQA (unan.)

=e— Previous SOTA (Closed Source) i
Previous SOTA (Open Source) //“\\\

//
Libri (//
(clean) \

. NSynth Inst.

\.\ MMAU
I/QO“/O (avg.)

70%  80%  90%

LongAudioBench

OpenAudioBench
(alpaca)

Focused on improving performance across all
tasks by scaling up on open-source data
Introduces speech in the Audio Flamingo series
Introduces long-speech understanding and
reasoning, thinking abilities and multi-turn,
multi-audio chat

~50 M training instances



Training Data

A Mix of Highly Heterogenous Open-sourced Datasets and Synthesized Datasets

Existing Datasets:

Speech:
Datasets: 10
QA Pairs: ~6M
Hours: ~18.4K

Sound:
Datasets: 12
QA Pairs: ~10M
Hours: ~10K

Music:
Datasets: 10+
QA Pairs: ~400K
Hours: ~30K

AudioSkills-XL (Ours):
Datasets: 11
QA Pairs: 12M+
Hours: 50K+

LongAudio-XL (Ours):
Datasets: 10+
QA Pairs: ~1.25M
Hours: 5K+

AF-Think (Ours):
Datasets: 5
QA Pairs: 350K+

AF-Chat (Ours):
Datasets: 3
Instances: 50K+



1. Foundation model

audio (<=30 seconds) + instruction = output

Input:
4 Describe this audio in a sentence.

Audio Flamingo 3:
a man is speaking and then a loud bang occurs.




AudioSkills

The 1st attempt at creating a large-scale Audio-QA dataset, focused on expert-skills

Metadata:
- Available meta-data

Iterative skill and meta-
data refinement

Expert-written

Question: What type of soundtrack would this piece be most

suitable for?

—_—

Answer: Urban lifestyle or street-based film

- Generate meta-data using foundation. Prompts
models
WMWMWWWWWMWW
Audio
Other AQA Datasets Temporal Relationship Identification = General Reasoning Counting

Foundational: What is the genre of
the music?

Answer: Rock

ClothoAQA: Are there people having
conversation?

Answer: Yes

OpenAQA: What kind of sound do
the mechanisms make?

Answer: Mechanical sounds
SALMONN: What is happening to the
vehicle?

Answer: Vehicle is accelerating.

Contextual Speech Event Reasoning

Order: In what sequence do the
sounds first appear in the audio?
(A) Rain (B) Human voice ....
Attribute: How does the sound of
thunder change over time?

(A) Gets louder (B) Gets softer ....
Grounding: When does the human
voice appear in the audio?

(A) Beginning (B) Middle (C) End
Referring: What sound appears last
in the audio?

(A) Rain (B) Human voice ....

Question: How does the repetition in the spoken utterance influence the
interpretation of the sequence of actions taking place?

Answer: The repetition suggests urgency or frustration in an effort to manage an
ongoing situation, possibly highlighted by background sounds of movement.

Question: How does the melody in
the audio contribute to the hypnotic
effect of the music?

(A) By changing frequently to
maintain interest. (B) By maintaining
a consistent and repetitive loop ...

Attribute Identification

Question: Which is the loudest event
in the audio?

Answer: The loudest event in the
audio is the sound of a dog barking.

Contextual Sound Event Reasoning

Level 1 & 2: How many times did the
dog bark?

Answer: Two

Level 3: How many times did the
second sound occur in the entire audio?
Answer: Four

Information Extraction
Question: Which instrument primarily
provides the bass line that complements

the female vocalist's melody?
(A) Piano (B) Tuba (C) Guitar ...

Question: Considering the correlation of the man's speech and the music,
infer his possible connection to the music playing in the scene.
Answer: The man is likely a guitarist or an instructor who is explaining the process

of tuning a guitar.

Sarcasm Identification

Question: In the conversation, why
might the suggestion '"You're smart.
You could go back to school--finish
your Master's that you were started
never finished' be considered sarcastic?

Emotion State

Identification: In the input
conversation, when discussing a
forgotten item, what was the speaker's
emotional state while acknowledging
their oversight?

Topic Relationship Rasoning
Question: How does the speaker's
personal motivation for visiting relate
to their professional engagement with
the person they are seeing?

Causal Reasoning: In the input
conversation, why does the speaker
feel excited while describing the fish
phenomenon?

Information Extraction

Needle QA: What was the specific
example given to highlight the
difference between investing and
speculating with cryptocurrencies?

Causal QA: What caused one
speaker to become frustrated about
the bag situation?

Response QA: How does the
speaker respond when asked about
their study program?

Temporal Order: What is the order in which the speaker discusses the topics in the speech? (A) The speaker
introduces the last crime and its seasonal timing. ...
Temporal Attribute: How does the focus of the speech evolve over time? (A) It moves from general grievances to
more specific legislative conflicts., (B) It starts optimistic and becomes critical. ...

Temporal Referring: When does the speaker discuss the revival of mills and factories in relation to other topics?
(A) At the very beginning, (B) After describing the general social mood, ...
Temporal Grounding: At what point in the speech does the speaker describe the specific setting of the last crime?
\nChoose the correct option from the following options: (A) At the beginning, (B) In the middle, (C) At the end




AudioSkills

Synthetic Knowledge Generation for Audio LALMs

* Musicis a knowledge-intensive domain, unlike speech and sounds that can be perceived and understood by most humans.
* Music datasets are the most low-resource across all 3 domains.

Solution: Transfer world knowledge from text to improve music understanding.

Caption Refinement

electric guitar riffs and a laid-back groove. With a fast tempo, it and a laid-back groove. With a tempo of 114 BPM, it creates a
creates a dreamy, introspective soundscape. dreamy, introspective soundscape that transports listeners to a

Final Caption: A hazy and immersive psychedelic rock track with
Noisy Generated Caption: A punk rock track, characterized by @ stoner rock influences, characterized by atmospheric guitar riffs
_—> —_—>
T meditative state

Metadata:

Artist”: Colour Haze”,

Song Title”: Love”,

Album Name”: Colour Haze”,

Release Year”: 2005,

Genres”: [psychedelic rock”, stoner rock”],
Key”: C major”,

Mode”: minor”,

Tempo (BPM)™: 114.51



2. Long audio understanding

Audio (up to 10 mins) + instruction = output

Input:
s How does the tone of female speech change throughout the audio?

Audio Flamingo 3:
Sad to Happy




LongAudio

The 1st attempt at creating a large-scale long Audio-QA dataset

Audio Seg. 1

Audio Seg. 2
Audio Seg. 3

Video Caption 1  Audio Caption 1

Long Video

Y

MLLM

Y

Video Caption 2 Audio Caption 2

Vidoe Caption 3 Audio Caption 3 LLM

Segment Captions

> Metadata

Self-

! Verification

3)
®E

(U

QA Pairs LongAudio Expert

Review

LongAudioBench

~1.25M QA samples, 10+ skills, 30 seconds - 10 minutes, sourced from 10+ datasets

Long-Form Sound and Music QA

Temporal Question: What can be heard at the end of the audio? Choose the correct option among the options below:
(A) A man speaking in English, (B) Classical music with drums, (C) Instrumental electronic piece, (D) A pop song

Answer: (B) Classical music with drums

Sub-scene Question: What do you hear between the piano playing and the guitar strumming?
Answer: A male voice speaking in English with a sad mood.

Long-Form Speech QA

Sarcasm Identification Question: In the given spoken conversation, is the comment about "it'll be better that way"
made by a speaker sarcastic?

Answer: No, the comment is not sarcastic. The speaker is trying to comfort the other person by suggesting that time will
help heal the pain.

Information Extraction Question: What is the response to the request for transferring the form information?
Answer: The response is that it cannot be transferred, and everyone else is doing the same thing.
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3. Audio reasoning (thinking)

Audio (up to 10 mins) + instruction = output

Input:
-|||||-|-
Please think and reason about the input audio before responding.

Audio Flamingo 3:
The audio contains sounds of a ball being hit and bounced, along with

the sound of shoes squeaking on a hard surface. These sounds are
characteristic of a sport played on a hard court with a racket or
shuttlecock. Tennis and badminton are both such sports. The presence
of a ball being hit and bounced suggests a sport where a racket is used
to hit a ball, which is more indicative of tennis than badminton.
Therefore, the most likely sport is tennis




AF-Think

Flexible and on-demand thinking for LALMs.

Which genre best describes the sound texture of this music piece? Choose one among the following
options:

(A) Pop rock

(B) Deathcore

(C) Classical symphony

(D) Jazz fusion

Based on the intense, distorted guitar riffs, rapid-fire drumming (including what sounds like blast
beats), and extremely low, guttural vocals, the music fits the characteristics of extreme metal
subgenres. Comparing these sounds to the options provided, **(B) Deathcore** is the most
accurate description.




4. AF3-Chat

multi-audio, multi-turn chat input = output text or voice

Input 1:

sl Describe this audio in a sentence.
Audio Flamingo 3:

A man is speaking and then a loud bang
occurs.

Input 2:

.|||||.|.

Audio Flamingo 3:

The bang is louder and there is no one speaking. [




Model Architecture

AF-Whisper Training Strategy

AF-Whisper Training [ R J [man] [ , ]l] [ ) ]

Transformer
Decoder

I ()] ) L]
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A man, addresses the audience on stage
amidst cheering and clapping, and says “This

& Speech | & Sound | “ Music was the India's top wheelchair ....
=

: >
Whisper Encoder ~ Cross Attn.

l No audible music.

A man gives a speech on a stage, as

the crowd cheers and claps alon. \ >
This was the India's top wheelchair ...
The speech is in English by a male .... GPT
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Model Architecture

" AF-Whisper Training

Transformer

Cross Adin. Diecoder

Whisper Encoder

I GE]EJE]
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% Speech | ™ Sound |~ B MI.EIC

I Huiutlbh MRIEC,
Aman givas a spasch on & stage, as
the erowd cheers and claps alon.
This was tha India's top whielchair ..
The spesch is in English by a male .

A pan, addredses the audience on stage
artidat cheering and clapping, and says “This
was the India's top wheelchair ...

Audio Flamingo 3
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Large Language Model
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Chat History
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Model Architecture

Audio Flamingo 3 with Voice
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Training Stages

Audio Flamingo 3 has 5 training stages

Somd @ Samt® Ba®d O Do 0
AF-W |0l LLM AF-W Ul 0 LLM AF-W | (1 LLM AF-W .Loas LLM

1) Pre-training 2) Encoder tuning 3) Full fine-tuning 3.5) Context Extension 4) Chat & Voice-to-voice
& Thinking training

)
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Results

AF 3 achieves competitive results compared to open-source / closed source models in ASR

Automatic Speech Recognition (100-WER)

[ Best Open-Source
I Best Open-Weights
Best Closed
98.49 98.14 B Audio Flamingo 3
: | " 94.34 mmm Thinking Mode
UbHot ean)

(Test




Results

AF3 achieves SOTA in expert audio understanding and reasoning tasks

Automatic Speech Recognition (100-WER) Expert Reasoning (Accuracy)

Best Open-Source
Best Open-Weights
Best Closed

Audio Flamingo 3
Thinking Mode

98.49 98.14

n

_acpeec S?G\

94,34

+2.36 = 75.44
73.08

$2:20 = 59.10
. 56.90




Accuracy (%)

Results
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Demos

AF3 has Emergent Capabilities

Audio Flamingo 3



Demos

What makes this
saxophone
performance unlike
typical saxophone
sounds?

AF3 has Emergent Capabilities

Audio Flamingo 3



Demos

What makes this
saxophone
performance unlike
typical saxophone
sounds?

AF3 has Emergent Capabilities

Audio Flamingo 3

The saxophone is
played in a way that
resembles a dog
howling, creating a
unique and unusual
sound.

N Q
TRyLae



Demos

Prompt

AF3 has thinking and reasoning capabilities

Audio Flamingo 3

Text Output



Demos

Prompt

How many students are
in this class? Choose
the correct option from
the following options:(A)
3(B)2(C)5 (D)

Audio Input

AF3 has thinking and reasoning capabilities

Audio Flamingo 3

Text Output
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Demos

Prompt

How many students are
in this class? Choose
the correct option from
the following options:(A)
3(B)2(C)5 (D)

Audio Input

AF3 has thinking and reasoning capabilities

Audio Flamingo 3

The speaker mentions ‘just
you and me," indicating a
small class size. The
presence of a teacher and
the sound of a door suggest a
classroom setting.
Therefore, the most
plausible answer is: (D) 1

Text Output

B
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Demos

AF3 combines speech and sound captions into one

Prompt

Audio Flamingo 3

Text Output

Audio Input
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Demos

AF3 combines speech and sound captions into one

Prompt

Generate a caption describing
the auditory scene in the input
audio, considering spoken
content, background sounds,
and music.

Audio Flamingo 3

Text Output

Audio Input
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Demos

AF3 combines speech and sound captions into one

Prompt

Generate a caption describing
the auditory scene in the input
audio, considering spoken
content, background sounds,
and music.

Audio Flamingo 3

Audio Input

ASR only transcription: “Nothing really matters”
Audio only caption: Sound of a car and music in the background

A manisdriving,
singing a sad song to
himself alongto the
radio.

Text Output



Demos

Prompt

This track feels really
peaceful and
introspective. What
elements make it feel so
calming and meditative?

Audio Input

With AF3, users can chat with multiple audios

Audio Flamingo 3

Text Output
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Demos

Prompt

This track feels really
peaceful and
introspective. What
elements make it feel so
calming and meditative?

Audio Input

With AF3, users can chat with multiple audios

Audio Flamingo 3

The calming effect comes from several factors:
the gentle acoustic instrumentation, the slow
and steady tempo, and the soft, expressive
vocal delivery. The arrangement leaves plenty
of space, with minimal percussion and subtle
melodic lines, which helps create a tranquil,
reflective mood. The use of major key
harmonies also adds to the sense of warmth and

serenity.
Text Output

(.
”v,,’

i =

<

) LA
R‘.(L’\e



Demos

With AF3, users can chat with multiple audio inputs

This track feels really
peaceful and
introspective. What
elements make it feel so
calming and meditative?

Audio Flamingo 3

Text Output

Audio Input
Prompt
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Demos

With AF3, users can chat with multiple audio inputs

This track feels really
peaceful and
introspective. What
elements make it feel so
calming and meditative?

Switching gears, If |
wanted to remix the
calming folk piece into
something closer to this,
what would you
suggest?

Audio Input
Prompt

Audio Flamingo 3

Text Output
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Demos

With AF3, users can chat with multiple audio inputs

This track feels really
peaceful and
introspective. What
elements make it feel so
calming and meditative?

Switching gears, If |
wanted to remix the
calming folk piece into
something closer to this,
what would you
suggest?

Audio Input Prompt

Audio Flamingo 3

To transform the folk track into a more energetic,

synth-driven style, start by increasing the tempo

and introducing electronic drums with a punchy,

danceable groove. Replace or layer the acoustic
instruments with bright, rhythmic synths and
arpeggiators. You could also process the vocals
with effects like vocoder or light autotune for a

more electronic feel. The key is to maintain the

melodic core but reframe it with bold, synthetic

textures and a driving beat.

Text Output
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Demos

AF3 has voice-to-voice interaction

Audio Flamingo 3

Voice Prompt Voice Output
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Demos

AF3 has voice-to-voice interaction

Audio Flamingo 3

Voice Prompt Voice Output
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https://audioflamingo3.github.io/



https://audioflamingo3.github.io/

Ongoing Future Work

Combining audio generation and understanding
* Research Question 1: Can audio generation and understanding help each other?

 Research Question 2: How to effectively build models that can both understand and input audio and generate one?

Thinking Models:

* Research Question: Scaling inference-time compute for audio generation and understanding by moving to the thinking
paradigm

Making Audio-Language Models more efficient:

* Research Question: How far can we go with small language models?

Audio-visual complex reasoning:
* Research Question 1: How do we generate instruction-tuning datasets for complex reasoning over audio-visual cues?

* Research Question 2: Leveraging findings from our audio work, how do we build effective architectures for effective audio-
visualreasoning?

Music understanding and generation o0 @

)

9
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Audio Understanding on Physical Devices

Robots with Hearing
Capabilities

Smartglasses

101



Thanks to all our sponsors and collaborators!
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Thank You!

Questions?
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