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The Voicebox Model

● A text-guided generative model for speech
● A non-autoregressive model
● A flow-matching model
● Trained to infill speech
● Can be used for

○ Speech infilling
○ Speech denoising
○ Zero-shot TTS
○ Content editing



A text-guided generative model for speech

More specifically, the phonetic alignment

How are you today?



A flow-matching model: Definitions

● Time 

● Probability Distribution 

● A time-dependent vector field 

● A flow 

● The relationship

● Parametrized estimate

● Flow matching objective



A flow-matching model: CFM

● The probability path can be constructed via a mixture of simpler conditional 
paths (Lipman et al., 2022)

● It is easier to sample from the conditional distribution



A flow-matching model: the OT path

● How do you choose the path from 
● Optimal Transport Path (Lipman et al. 2022)

● A simple flow with a constant speed and direction
● Another alternative is a diffusion path with Gaussian conditional probability 

paths with specific choices of mean and variance (see Lipman et al.)

 



Flow-matching model in practice

● A neural network is used to parameterize the conditional vector field 



Inference

● And ODE solver computes 
● Starts from the noise samples 
● Evaluates 

by number of function evaluation (NFE) times to approximate the integration 
from t = 0 to t = 1



Where does the alignment information come from?

● Forced alignment (e.g. Montreal forced aligner)
● Duration Model

○ A regression model based duration estimates
○ A flow-matching model based duration estimates



Putting the model together



Speech Denoising, Zero-shot TTS, and TTS



How to Evaluate this Model?

● Intelligibility: word error rate (WER) from an ASR system
● Coherence: speaker similarity based on speaker embeddings
● Subjective evaluations (MOS)



Training Setup 

● Data 
○ English-only model on 60K hours ASR-transcribed English audiobooks
○ Multilingual model on 50K hours of multilingual audiobooks from six languages: English (En), 

French (Fr), German (De), Spanish (Es), Polish (Pl) and Portuguese (Pt).
● Montreal Forced Aligner (MFA) for the phonetic alignment
● HiFi-GAN as vocoder
● The flow-matching models are transformer based
● Other hyperparameters are available in the paper 



TTS Quality Comparison



Use of the synthetic data



Applications



Now, what can we do with these signals? 

1. Directly use the signals in your TTS application
2. Indirectly consume the generated data

Augment your training dataset for
a. ASR
b. SLU



Using Voicebox-based Synthetic Speech for ASR 
Adaptation (Dhamyal et al., 2024)

● How much synthetic data can match the WER performance of a real ASR 
model?

○ Synthetic data only model versus model trained on real data  
○ Tests are performed on real data

● What kind of speech should we generate to improve ASR? 
○ Lexically diverse data
○ Acoustically diverse data with a similar vocab
○ Combination



Experimental Settings

● Librispeech and the Libri-text (text for the Librispeech LM training data)
● An in-house RNN-T based ASR model
● A graphemic (not phonetic) version of the Voicebox model
● Comparisons

○ Real data-only baselines 
○ Synthetic data-only (S)
○ Acoustic variability only (A)
○ Lexical variability only (L)
○ Acoustic and lexical variability (L + A)

● JAT model (Kim et al., EMNLP 2022) for the lexical variability experiments



How much synthetic data to match the real data? 

test-clean
~7x more synthetic

test-other
~10x more synthetic



What kind of synthetic data?

WER(L+A) is lower than WER(A) or WER(L)



Voicebox for ASR

● In clean ASR conditions, we need about 7x synthetic data to match the WER 
performance of the real data on real test sets.

● In noisy ASR conditions, we need about 10x synthetic data to match the 
WER performance of the real data on real test sets.

● Lexical and acoustic diversity are both crucial   



Improving Spoken Semantic Parsing using Synthetic Data 
from Large Generative Models (Sharma et al., 2024)
● Spoken Semantic Parsing (SSP) is the SLU task that involves transforming a 

recording to a machine-comprehensible parse tree
● Requires triplets of (speech, transcript, semantic parse)

○ An audio file saying “I would like to fly from San Francisco to Montreal”
○ I would like to fly from San Francisco to Montreal
○ I would like to <intent: fly> from <from_entity: San Francisco> to <to_entity: Montreal> 

● Limited amounts of such paired data



Problems addressed in this paper

● Q1: How can we use unpaired data? 
○ ASR (speech + transcript)
○ NLU (text + semantic parse)
○ Some paired data (speech + semantic parse)

● Q2: How to deal with existing domains (ED) versus new domains (ND)?



ASR data to Spoken Semantic Parsing

● Available: Speech → Text 
● Compute: Semantic parsing from the transcript 

○ Existing domains: use the existing semantic parsing models
○ New domains: prompt an LLM and ask it to generate the semantic parse

■ Intent-word-based prompting (IWP) 
■ Exemplar-based prompting (EP)



NLU data to Spoken Semantic Parsing

● Available: Text → Semantic Parse
● Compute: Speech signal corresponding to the the input text by Voicebox



Experimental Settings

● STOP dataset: 100 hours of real speech for spoken semantic parsing (8 
domains: alarm, event, messaging, music, navigation, reminder, timer, and 
weather, 28 unique intents, 82 slot types)

● Evaluation criteria:
○ Exact Match (EM)
○ EM (w/ ASR error)
○ EM (w/o ASR error)



Results: In domain 



Use of Voicebox based TTS data on an unseen domain 



Voicebox for SSP

● For unpaired text in new domains, TTS outperforms JAT by 6% absolute EM 
overall, with a gain of 30.6% EM over a paired baseline.

● With LLM-generated data and TTS, SSP can be improved by 1.4% EM and 
2.6% EM absolute for existing and new domains, respectively.



Extensions of the Voicebox Model

● Reducing the need for a forced aligner
● More controllability
● Text description as prompt 

○ Audiobox



Future Directions

● Long form speech generation without loss of speaker consistency
● TTS is one approach to use unpaired text data in speech but we still cannot 

fully rely on synthetic data (e.g. 10x synthetic data to match the real data)
○ How can we improve the generative models to make them closer real speech? 
○ Can we use this “performance matching factor” as an evaluation metric for synthetic speech? 



Links and Other Resources

● https://lsari.github.io/voicebox_talk_may_2025/ 

https://lsari.github.io/voicebox_talk_may_2025/


Professional Activities



Young Female* Researchers in Speech Workshop 
(YFRSW) 2025 (The Netherlands)
● A satellite event of Interspeech since 2016
● Application deadline has passed for this year

○ Current female undergraduate and master’s students, please keep following us for future 
years

● Current female PhD students, we are looking for volunteers for the PhD 
student panel discussion!

● Sponsorship opportunities are still available for 2025 (both industry and 
academia)!  

*The workshop is open for marginalized genders, including women, as well as non-binary and gender non-conforming people who are comfortable in 
a space that is centered on women’s experiences in the speech science and technology community. We aim to offer an inclusive and accessible 
program. If you are unsure if this workshop is for you, please don’t hesitate to reach out to us!

https://sites.google.com/view/yfrsw-2025/?pli=1
https://www.linkedin.com/company/young-female-researchers-in-speech-workshop-yfrsw/


IEEE MLSP 2025 (Istanbul, TR)

● Theme: Signal Processing in the Age of LLMs
● Sponsorship opportunities are available! 
● Registrations will open soon! 

https://2025.ieeemlsp.org/en/default.asp


IEEE ASRU 2025 (Hawaii, USA)

● Call for demos/system/data papers!!!
● Deadline: June 25, 2025
● NEW this year:

○ Will be part of IEEEXplore proceedings
○ Short-paper format (3 pages)
○ Single-blind review

https://2025.ieeeasru.org/

