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Hervé Bredin
the "pyannote" guy

• Tenured CNRS researcher since 2008


• Started working on speaker diarization  
back in 2012 (and never looked back)


• Started open-sourcing pyannote 
toolkit in 2015 (and don’t regret it) 


• Co-founded pyannoteAI in 2024 
(on leave from CNRS since 2025)



What is speaker diarization?



Speaker recognition

YES

SPEAKER VERIFICATION

is this
speaker A ?

speaker A
NO

YES

NO

outputinputenrolment

supervised, utterance-wise 
binary classification

outputinputenrolment
 

 SPEAKER IDENTIFICATION

who is
this speaker?speaker A

speaker B

speaker C

A

B

C

supervised, utterance-wise 
multi-class classification

outputinputenrolment

 SPEAKER TRACKING

when does speaker A speak?

YES

 

speaker A

supervised, frame-wise 
binary classification
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Speaker diarization

outputinputenrolment

 SPEAKER DIARIZATION

who speaks when?

∅

"who speaks when"
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frame-wise clusteringunsupervised



Speaker diarization(s)

• Batch speaker diarization 
assumes the whole conversation is available at once


• Streaming speaker diarization  
processes the conversation in "real-time" as it unfolds


• Longitudinal speaker diarization  
tracks speakers across multiple conversations
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What for?
"a means to an end"

Speaker diarization is an enabling technology for downstream applications.
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• Speaker-attributed transcription 
meeting, call center, healthcare, court

Whisper

• Voice assistant training Moshi

• Text-to-speech training Audiobox

• Video translation with voice cloning

speaker 
diarization

who speaks when…

speech 
transcription

… and what?

LLM

final application 

• Life logging (wearables)



What makes it difficult?
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short speech 
turns

unbalanced 
speaker 
time

unknown number 
of speakers

overlapping speech (up to 40%)



How does it work?



"Historical" 
approach
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speech activity detection

speaker change detection

speech turn representation

speech turn clustering

feature extraction



End-to-End Neural Diarization
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• Sequence-to-sequence 
input: audio 
output: speaker probabilities


• Multi-label classification 
fixed number of speakers 
overlap-aware by design



Pros and cons
Multi-Stage Diarization

❌ propagation of errors


❌ hacky handling of overlapping speech


✅ (relatively) easy to train 


✅ good at handling variable number of 
speakers


✅ scale (almost) linearly with file duration

✅ one single step 
 
✅ overlapping speech as first class citizen


❌ difficult to train


❌ not so good at generalizing to previously 
unseen number of speakers


❌ does not scale with file duration 

End-to-End Neural Diarization
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pyannote
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the best of both worlds 
EEND-VC
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End-to-End Neural Diarization
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End-to-End Neural Diarization
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From multi-label to 
powerset encoding
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• dedicated multi-speakers classes 
number of classes growing fast 

• "regular" multi-class classification 
mutually exclusive classes 
cross-entropy loss (easier to train) 

• thresholding replaced by argmax 
one less hyper-parameter to tune


• dedicated non-speech class 
to control VAD aggressiveness 
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Results
DIHARD 3 benchmark (11 application domains)

DER =
false alarm + missed detection + speaker confusion

total speech

19



Hervé Bredin

Speaker diarization
a love loss story 

Powerset multi-class cross entropy 
loss for neural speaker diarization 
 
Alexis Plaquet & Hervé Bredin 
Interspeech 2023

Multi-latency look-ahead 
for streaming speaker diarization 
 
Bilal Rahou & Hervé Bredin 
Interspeech 2024

PixIT: Joint Training of Speaker Diarization 
and Speech Separation from Real-world 
Multi-speaker Recordings 
 
Joonas Kalda, Clément Pagés, Ricard 
Marxer, Tanel Alumäe & Hervé Bredin 
Speaker Odyssey 2024



Streaming speaker segmentation
Causal architecture?

• Sequence modeling 
bi-directional LSTM


• Feature extraction 
Sincnet trainable filterbank 
(with instance normalization)


• Final classification 
frame by frame 

❌

❌

✅

17.3%Offline DER =  

20.3%

mono-directional

21.1%

no normalization 

how to go back  
to 17.3% ? 
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Streaming speaker segmentation
Look-ahead loss

audio signal
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Streaming speaker segmentation
Look-ahead loss
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Streaming speaker segmentation
Latency/accuracy tradeof

Figure 4: Impact of latency on voice

activity detection.

Figure 5: Impact of latency on overlapping

speech detection.

Figure 6: Impact of latency on speaker

change detection.

is initialized at 10→3 and reduced by a factor of 2 every time
its performance on the development set reaches a plateau for 30
epochs straight. The models are trained for at most one hundred
hours. All metrics were computed using pyannote.metrics [17]
open source Python library.

6. Results and discussion
We train a single multi-latency look-ahead speaker segmenta-
tion model on AMI training set, with the following target la-
tencies: 0ms, 50ms, 100ms, 250ms, 500ms, and 1s. When
studying the impact of latency in the rest of this section, keep in
mind that there is only one single model behind, and we simply
choose which latency branch to use at inference time.

Figure 7: Performance of the proposed streaming speaker seg-

mentation model, as a function of the considered latency. Num-

bers are computed on the first 4 seconds of 5 seconds chunks

sampled from AMI test set (for fair comparison with the 1000ms

latency that does not generate output for last second).

Before diving into long-form streaming experiments, Fig-
ure 7 focuses on the impact of latency within a 5s chunk. Re-
ported numbers in Figure 7 shall therefore not be confused with
standard diarization error rates on AMI test set in the literature.
The first observation is that a 1s latency is almost as a good as
the non-streaming bi-directional version of the model. We also
report the actual value of the 3 components of diarization error

rate (missed detection, false alarm and speaker confusion rates)
to get a better understanding of the impact of the look-ahead
mechanism. Most of the improvement comes from a signifi-
cant decrease in missed detection and false alarm rates. The
speaker confusion rate remains almost constant (and low) as we
increase latency – which is somehow expected as there are only
a few speakers in a 5s chunk.

Figures 4, 5 and 6 summarize results on long-form record-
ings, for voice activity detection, overlap speech detection,
and speaker change detection. Because AMI test only con-
tains 16 files, the confidence interval at 95% computed us-
ing scipy’s bayes mvs is quite high [18]. Streaming voice
activity detection is derived from the proposed segmentation
by classifying frames as “speech” when at least one speaker
is active, and “non-speech” otherwise. Streaming overlapped
speech detection is achieved by classifying frames as “over-

lapping speech” when two or more speakers are active at the
same time, and “non-overlapping speech” otherwise. Stream-
ing speaker change detection is evaluated with oracle cluster-
ing of speech turns obtained thanks to the speaker segmenta-
tion, and computing the resulting diarization error rate. In all
three cases, and as anticipated in Figure 7, a higher latency in-
creases performance. For the three metrics, the improvement
even seems almost linear with respect to the allowed latency, up
to a latency of 1s that is almost on par with the performance of
an offline model.

7. Conclusion
In this paper, we study the impact of a multi-latency look-ahead
mechanism on the quality of a streaming speaker segmentation
model. We test those approaches on the AMI dataset and com-
pare the streaming model with its offline counterpart. We show
that our proposed method is systematically capable of closing
the gap between the streaming and the offline configuration.
Next steps include validating the approach on other datasets and
integrating this approach into a complete streaming speaker di-
arization pipeline using incremental online clustering of speaker
embedding extracted from resulting speech turns.
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Streaming speaker segmentation
VAD on steroids
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Speech separation
Supervised permutation-invariant training (PIT)

single speaker signals 

training mixture 

min
p∈𝒫

ℒ (s, p( ̂s))
predicted sources 
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Speech separation
Unsupervised mixture-invariant training (MixIT)

"Unsupervised Sound Separation 
using Mixture Invariant Training" 
Wisdom et al. NeurIPS 2020
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Joint speaker diarization & separation
two complementary tasks  

mixture of speakers

speaker diarization

speaker separation 

• speaker activations can 
be used to guide separation


• separated sources can help 
assign overlapping speech 
to the right speakers


• why not train them jointly 
in a semi-supervised manner? 
 
- supervised diarization 
- unsupervised separation
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Joint speaker diarization & separation
PIT + MixIT = PixIT loss

5 seconds chunks
with diarization labels 
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Joint speaker diarization & separation
PIT + MixIT = PixIT loss

3 speakers max
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Joint speaker diarization & separation
PIT + MixIT = PixIT loss
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Joint speaker diarization & separation
PIT + MixIT = PixIT loss
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Joint speaker diarization & separation
PIT + MixIT = PixIT loss



Stitching 

Clustering

ToTaToNetToTaToNetToTaToNet

Diarization & separation
Inference on long-form audio

Stitching 

Clustering

ToTaToNetToTaToNetToTaToNet

stitched, and transcribed separately 
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Diarization & separation
Inference on long-form audio

Stitching 

Clustering

ToTaToNetToTaToNetToTaToNet

stitched, and transcribed separately 

accounts for transcription 
and diarization errors 
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Democratizing seamless human interaction,  
grounded in scientific excellence



labs

• speaker diarization


• speaker identification


• speaker separation 


• speaker-attributed transcription


• streaming speaker diarization


• streaming speaker identification


• interactive speaker diarization 

All things "speaker"

HIRING



Resources 

Jean Zay supercomputer
364 x 4 x H100 80Go

labs

💻 compute 💰 money🧠 brains

Hervé Bredin, PhD 
CSO, creator of pyannote.audio


Juan Coria, PhD 
CTO, creator of diart


Antoine Laurent, PhD  
researcher, co-inventor of  
pyannote diarization model 
 
your name goes here
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Speaker-attributed transcription
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