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Background 
• End-to-end approaches for automatic speech recognition (ASR)

• Connectionist Temporal Classification (CTC)

• Transducer (also known as RNN-T)

• Combining CTC and attention-based encoder-decoder (AED), referred to as CTC/AED

• Among these, CTC is the simplest and most computationally efficient

• However, it significantly lags behind transducer and CTC/AED in recognition performance, which 

limits its applicability.



Method 
 



Method 
Explanations (1/3)

• Self-distillation

• Using dropout and stochastic depth: implicitly training 

randomly sampled sub-models -> ultimately combined into an 

ensemble during inference

• CR-CTC performs self-distillation between pairs of randomly 

sampled sub-models, with each sub-model receiving 

supervision signals in the form of per-frame predictions from 

the other

• Using different augmented views (with larger amount of time 

masking) exposes these sub-models to varied aspects of the 

input data -> enhancing their prediction diversity -> richer 

knowledge transfer
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Method 
Explanations (2/3)

• Masked prediction

• CR-CTC requires frames within the time-masked regions in 

each branch to predict the corresponding token distributions

• Similar to masked-based self-supervised models, this 

behavior encourages the model to capture acoustic 

information on the unmasked context and exploit its implicit 

language modeling capability

• Different augmented views -> reduces the occurrence of 

positions masked by both branches -> improve the quality of 

the provided target distributions for these masked positions

• Larger amount of time masking -> enhance contextual 

representation learning through the masked prediction 

behavior



Method 
Explanations (2/3)

• Masked prediction

• No larger time masking, no different augmented views -> worse results

• Larger amount of frequency masking -> slightly worse result

• Larger amount of time masking in CTC baseline -> worse result

• Excluding self-masked frames leads to a larger WER degradation than excluding self-unmasked 

frames
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Method 
Explanations (3/3) 

• Peak suppression

• Compared to the CTC baseline, CR-CTC learns smoother distributions and significantly improves the 

recognition performance

• SR-CTC also surpasses the CTC baseline while exhibiting a notably larger average duration of 

non-blank tokens.



Experiment 
Compared to using auxiliary head for jointly training

• w/ AED head

• w/ pruned transducer head



Experiment 
• LibriSpeech dataset (1000h), no external language model



Experiment 
• Aishell-1 dataset (170h), no external language model



Experiment 
• GigaSpeech dataset (10000h), no external language model



Thanks! 
Q & A

• Paper: https://arxiv.org/pdf/2410.05101

• Code: https://github.com/k2-fsa/icefall/pull/1766


