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Motivation
● Audio Aesthetics is a framework to assess audio quality from multiple perspectives.

● We need this tools for several reasons:

○ Data curation is crucial for large scale training

■ Manual labelling is too costly and not scalable

■ Automatically quality assessment is required

○ Automatic evaluation for generative model

■ In the large scale experiment, there are tonnes of optimization involved during training.

■ Instead of evaluating every (potential) checkpoint with human evaluation, we want to have quick signal on its quality.
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Motivation

● Drawbacks of conventional quality assessments

○ Signal-based distortion

■ Parallel ground-truth audio is required.

■ SI-SDR, MCD, LSD etc. are not directly related to human perception.

○ Distribution similarity

■ FAD (Adapting Frechet Audio Distance) do not provide utterance-based assessment.

○ Neural-based quality predictor 

■ Most of prior works focus on speech (e.g. MOSNet, SQUIM, etc).

■ Only measuring the overall quality (e.g. mean opinion score, MOS).
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Motivation
● Drawbacks of conventional quality assessments (cont.)

○ Most of prior works focus on predicting Mean Opinion Score or overall quality.
○ MOS are heavily dependent on the audio domain and affected by many different factors.
○ MOS alone is not always reliable and very noisy (i.e., corpus effect [1] or range-equalizing bias [2]).

● Therefore, instead of trying to measure only 1 axes, we want to “factorize” the score into several independent axes to reduce the 
ambiguity compared to standard MOS score.
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[1] Generalization ability of MOS prediction networks (Cooper et al., 2022)
[2] Investigating Range-Equalizing Bias in Mean Opinion Score Ratings of Synthesized Speech (Cooper et al., 2023)



Motivation
● Ideal quality predictors for data curation

○ ✅ Non-intrusive assessment

○ ✅ Utterance-based assessment

○ ✅ Highly related to human perception

○ ✅ Supporting arbitrary audio types (e.g. sound, music, and speech)

○ ✅ Detailed information for different applications and scenarios

● To build suitable predictors

○ Human annotations on different audio types

○ New annotation guidances of data collections for different proposes
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Audio aesthetics evaluation survey
● In this work, we groups each audio into several audio type:

○ Speech

○ Music

○ Sound (ambient and sound effects)
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Audio aesthetics evaluation axes
● Production Quality (PQ) 

○ Recording quality

○ Focuses on the technical aspects of quality instead of 
ambiguous subjective quality

■ Clarity & fidelity, dynamics, frequencies and 
spatialization of the audio
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Audio aesthetics evaluation axes
● Production Complexity (PC) 

○ Focuses on the complexity of an audio scene, measured by number 
of audio components

○ Different scenarios require different PC

■ Low PC with simple stem is suitable for creating synthetic 
data for source separation, etc.

■ HIgh PC with high diversity is suitable for training neural 
codecs, etc.
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Audio aesthetics evaluation axes
● Content Enjoyment (CE)

○ Focuses on the subject quality of an audio piece. It’s a more 
open-ended axis, some aspects might includes emotional 
impact, artistic skill, artistic expression, as well as 
subjective experience, etc.

○ Enjoyment can be decoupled from production quality

■ A 70s rock music recording can be noisy/lower quality 
but very enjoyable for some listeners.
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Audio aesthetics evaluation axes
● Content Usefulness (CU) 

○ For audio producers

○ Focus on evaluating the likelihood of leveraging the audio 
as source material for content creation.

○ Sound effects is difficult to evaluate its enjoyness but easy 
to evaluate the usefulness

02 DATA COLLECTION CONFIDENTIAL



AES Annotation UI (overall)
● We also reject audio if annotators reported following 

issues:
○ Audio doesn’t load properly
○ Has violating content:

■ Hate speech - Violent
■ Sexual content
■ Strong & explicit languages (e.g., profanities, 

obscenities, etc.)
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Data preparation
● Sample ~500hrs data including speech, music, and sounds 

○ Evenly sample by different attributes

■ Speech: gender, emotion, quality etc.

■ Music: music types, quality etc.

■ Sound: AED tags, quality etc.

○ Loudness normalization

● Sample 3000 speech, music, and sound files for open-source benchmark

○ Evenly sample by different attributes

○ Without loudness normalization for easy reproduce
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Data preparation
● Works with outside vendor to get 3 annotation for each audio

○ Annotator calibration is important for the annotation consistency

■ We label a small golden set by our team and filter out the samples with low agreements

■ Qualified raters are with Pearson correlation > 0.7 on production quality and complexity (more objective measurements)

○ Examples are important for annotators to well understand the measurements

■ We provides samples with different level of AES scores in the annotation guidelines (see Appendix of our papers) 

○ Including all three audio types in each annotation batch to avoid bias

○ Total raters: 158
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Data distribution and correlation
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Aesthetic Model
● Input: raw waveform (16kHz)

● Audio encoder (grey part) shared across different tasks

○ CNN Encoders

○ Transformers layer

● Multi-layer perceptron (colorised)

○ 5 layers of non-linear block 

○ Activation function GeLU

○ Layer norm

● Loss function: Mean Absolute Error (MAE) + Mean Squared Error (MSE)
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Model Inference
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Objective Evaluation
● Dataset

○ Speech: Voice MOS Challange 2022 (Huang et al, 2022)

○ Sound & Music: PAM dataset
● Model for comparison:

○ UTMOSv2 (Kaito et al., 2024; challenge winner)

○ PAM (Deshmukh et al., 2023)

○ TorchSQUIM-PESQ (Kumar et al,, 2023)

○ Audiobox-Aesthetics-{PQ,PC,CE,CU}
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Objective Evaluation 
(AES-Natural)
● We collected 2950 audio aesthetic annotation on 

multiple public datasets for open-source.
● Dataset:

○ Speech:
■ EARS
■ LibriTTS
■ CommonVoice13

○ Music:
■ MUSDB18-HQ
■ MusicCaps

○ Sound:
■ AudioSet
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Downstream Task 
● Goal: explore the application of an aesthetic model predictor in enhancing the performance of 

various downstream tasks: text-to-speech (TTS), text-to-audio (TTA), text-to-music (TTM)
● Setup

○ Model: Conditional flow-matching with text conditioning (Audiobox-Sound architecture)
● Experiment scenario

○ Baseline: 100% dataset, standard transcript / description
○ Filtering: filter out part of dataset with aesthetic score lower than p percentile. (lose p% of 

dataset)
○ Prompting: 100% dataset, append aesthetic score as prompt (“Audio quality: y”) as prefix. 

During inference, we explicitly set y with value from higher percentile.
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Audiobox model



Effects on audio quality 
● Compared to baseline, all filtering and prompting strategy 

shows better audio quality on pairwise human preference test.
● In addition (see bottom), prompting win compared to filtering 

strategy on most of experiment.
● Q: How about the text-audio alignment effects? 
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Effects on text-audio alignment
● Filtering strategy lead us into worse alignment compared to 

baseline and prompting.
● It made sense since filtering removed p% of data during 

training, and this effects will be more severe if training data is 
limited.

● Conclusion:
○ Prompting > filter > baseline (in term of audio quality)
○ Prompting == baseline > filter (in term of audio alignment)
○ We conclude that using prompting is more effective than 

filtering.
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AES prompting on Moviegen-Audio

We control the model audio quality by first adding prefix “This audio has quality: x” (same prompt format used during training) followed 
by other sound  and music content prompt.
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Table 27 (Moviegen paper)



AES prompting on Moviegen-Audio (Sound)

07 APPLICATION ON MOVIEGEN-AUDIO

Audio quality 5 Audio quality 6 Audio quality 7

Audio quality 8 Audio quality 9

https://www.youtube.com/playlist?list=PL86eLlsPNf
yi3fo5T74nXCIjWJYqwRx0V

http://www.youtube.com/watch?v=XqlaXj03UeY
http://www.youtube.com/watch?v=w5GeLzXUhG0
http://www.youtube.com/watch?v=ARsLMedJErE
http://www.youtube.com/watch?v=ngJnGn1pcl8
http://www.youtube.com/watch?v=cSD78WR8EaM
https://www.youtube.com/playlist?list=PL86eLlsPNfyi3fo5T74nXCIjWJYqwRx0V
https://www.youtube.com/playlist?list=PL86eLlsPNfyi3fo5T74nXCIjWJYqwRx0V


AES prompting on Moviegen-Audio 
(Sound+Music)

07 APPLICATION ON MOVIEGEN-AUDIO

Audio quality 5 Audio quality 6 Audio quality 7

Audio quality 8 Audio quality 9

https://www.youtube.com/playlist?list=PL86eLlsPNf
yjBhGJub69uZvs-PZsvbYLN

http://www.youtube.com/watch?v=73WkuTn7Ws0
http://www.youtube.com/watch?v=irny4V1p-7I
http://www.youtube.com/watch?v=Lg2ZyecgWUc
http://www.youtube.com/watch?v=V4RLlkmvaVE
http://www.youtube.com/watch?v=vkvSC7kbac8
https://www.youtube.com/playlist?list=PL86eLlsPNfyjBhGJub69uZvs-PZsvbYLN
https://www.youtube.com/playlist?list=PL86eLlsPNfyjBhGJub69uZvs-PZsvbYLN


Open-Source Model & Evaluation
Github: https://github.com/facebookresearch/audiobox-aesthetics 

Simple installation & usage:
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CLI inference

https://github.com/facebookresearch/audiobox-aesthetics


HF Spaces Demo

https://huggingface.co/spaces/facebook/audiobox-aesthetics 

https://huggingface.co/spaces/facebook/audiobox-aesthetics


● Sampling rate:
○ Our current model finetuned on top of WavLM architecture, which always forced to resample the input audio to 16 kHz. 
○ However, during annotation, we annotated audio on their original sample rate (between 8 - 48kHz). 
○ This would ignore some high-frequency details which may related to the audio quality.

● Mono channel:
○ Similar to issue above, we always combine multi-channel audio into mono for our model training and inference.
○ But we use original number of channel during data annotation.
○ For certain domain like music, this might have some effects on content enjoyment and quality as well.

Limitation of current model



AudioMOS Challenge - Track 2
https://sites.google.com/view/voicemos-challenge/audiomos-challenge-2025 

https://sites.google.com/view/voicemos-challenge/audiomos-challenge-2025


Motivation
● In the our previous work, we train our model on real audio data.
● However, since one of our goal is to automate generative model evaluation, we also interested to observed our model performance 

and improve on top of it on synthetic data.
● In this challenge, we setup a challenging task where:

○ Limited amount of training data (AES-Nature, total ~3000 samples, each samples around 10-30 seconds, 10 annotation for 
each samples & axis).

○ Domain mismatch between training and testing data.
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